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1 ROBOTICS, BRAIN AND COGNITIVE SCIENCES – PROF. GIULIO SANDINI

The projects proposed under this heading will be developed within the multidisciplinary environment of the “Robotics, Brain and Cognitive Sciences” (RBCS) department of IIT (www.iit.it/rbcs ) At RBCS we are merging top-level neuroscience research and top-level robotics research by sharing fundamental scientific objectives in the field of action execution and interpretation (see RBCS list of publications as well as our international collaborations).

The research team at RBCS is composed of neuroscientists, engineers, psychologists, physicists working together to investigate brain functions and realize intelligent machines and advanced prosthesis. 

RBCS is where the iCub humanoid robot is developed in all its mechanical, electronic, software and cognitive components but it is also the place where studies of how visual, haptic and tactile integration develops in normal as well as sensory-impaired children. RBCS is where technologies for implanted, in-vivo brain machine interface are developed but it is also the place where electrophysiological experiments are performed to realize bi-directional direct communication between the brain and artificial systems. 

This year’s themes cover interdisciplinary areas of research and are grouped according to the scientific focus and not to the background of the applicants. Specifically we intend to foster interdisciplinary research activities in the areas of:

a. Manual and Postural Action 
b. Perception during Action

c. Interaction with and between humans 

d. Interfacing with the human body 

e. Sensorimotor impairment, rehabilitatin and assistive technologies

STREAM 1: Manual and Postural Action 
This theme of research is devoted to study in humans and implement in the iCub the execution and understanding of goal-directed actions. Considering that RBCS robotic platform is a full humanoid robot, it will be possible to study complex actions in terms of their specificity as well as commonalities.  Specific target of our studies will be manipulative actions (mono- and bi-manual), whole body coordination (e.g. reaching outside the peripersonal space, crawling etc.).  In the iCub this includes activities devoted to the study of learning methods and procedures for skill acquisition and the general topic of the control of movement as for example using force and impedance control, modularity and whole body movements. The goals are in terms of implementing force control and dynamics compensation/shaping, whole body movements (crawling, balancing) and inverse kinematics schemas.

Theme 1.1: Human and robotic dexterous manipulation
Tutor: Gabriel Baud-Bovy and Francesco Nori

N. of available positions: 1

Robots are still unable to perform dexterous tasks such as buttoning a shirt or turning a coin with the fingertips. Considerable research on the way humans perform and learn such tasks is needed to provide the basic science necessary to endow humanoid robots with such capabilities.

The first objective of this project will be to identify and analyze how humans learn and exploit suitable hand synergies while performing multi-finger object manipulation. The second objective will be to understand how these principles can be ported into the context of robotic manipulation: implementations on the iCub humanoid robot are also foreseen. To that end, the project will rely on various technologies to measures motion of the object and fingers, the contact forces applied on the fingers as well as measure of the impedance of the fingering during the manipulation. The candidate will need to master relevant theoretical frameworks in human Motor Control and robotics.

Requirements: Engineering, bio-engineering or biomechanics background with good mathematical skills, a strong motivation to understand better how humans motor control, willingness to make experiments with human participants, knowledge of robotics and/or mechanics to model results. 

For further details concerning the research project, please contact: gabriel.baud-bovy@iit.it, francesco.nori@iit.it 
Theme 1.2: An integrated dynamic engine for simulation, prediction, perception and motor control

Tutor: Francesco Nori, Lorenzo Natale

N. of available positions: 1
Recently, a number of research activities in the field of robotics have been directed towards the development of complex software frameworks. The goal of these activities is to provide development tools, computational models, and functional libraries, which allow engineers and developers of complex robotic systems to significantly reduce the development time and effort ([1] [2]). The present project proposal aims at developing a novel software architecture for describing robot whole-body dynamics integrating information from several sensors (e.g. providing force, torque, touch, acceleration and position [5]). Implementations of such architectures already exist (see [3-5] just to mention a few). The peculiarity of the proposed project is the idea of creating a common dynamic engine to be reused in different contexts. Such a dynamic layer could potentially serve a number of complementary software tools and applications: simulations (i.e. prediction of future events), motor control and planning, motor adaptation and estimation. The idea is to create a common dynamic engine for simulation and real-time exploitation, estimation and prediction, perception and motor control. Such a software component will be a core module of the iCub software architecture [1] and will significantly improve the capabilities of the current dynamic engine adopted in the iCub [2].

Requirements: the candidate should have a strong background in software engineering. Moreover, knowledge of robotics and control theory will be positively evaluated.

For further details concerning the research project, candidates are strongly invited to contact Francesco Nori (francesco.nori@iit.it) and Lorenzo Natale (lorenzo.natale@iit.it).

[1] P. Fitzpatrick, G. Metta, L. Natale: Towards Long-lived Robot Genes, Robotics and Autonomous Systems, 56(1):29-45, 2008

[2] http://www.best-of-robotics.org

[3] OROCOS (http://www.orocos.org

[4] http://stanford-wbc.sourceforge.net/

[5] Fumagalli, M., Ivaldi, S., Randazzo, M., Natale, L., Metta, G., Sandini, G., & Nori, F. (2012). Force feedback exploiting tactile and proximal force/torque sensing. Theory and implementation on the humanoid robot iCub. Autonomous Robots, In press.

Theme 1.3: iCub whole-body motion coordination exploiting distributed force and tactile sensing

Tutor: Francesco Nori
N. of available positions: 1

The goal of this project is to enhance the iCub capabilities in terms of physical interaction and physical mobility. Traditional industrial applications involve structured interaction and extremely limited mobility (i.e. robots fixed on the ground). Foreseen robot applications demand for (1) enhanced autonomy (i.e. physical mobility) and (2) flexible interaction. Remarkably, the two problems cannot be treated separately since interaction forces might compromise stability, especially in the case of free-floating robots (i.e. no longer fixed to the ground). This project proposes to develop an integrated whole-body controller capable of integrating focal (e.g. goal directed reaching) and postural (i.e. balancing) tasks. Postural control will include multiple contacts (e.g. support on a handrail), possibly exploring the possibility of exploiting non-rigid contacts (e.g. balancing on a soft carpet). To demonstrate the project outcomes, theoretical results will be implemented on the iCub robot platform (http://icub.org). The iCub represents the current state-of-the-art in European technology of cognitive humanoid robotics, and is one of the few `multi-degree-of-freedom’ robotic platforms eligible for validating the project’s objectives. Required iCub peculiarities are whole-body mobility and whole-body distributed sensors. Specifically, the project will leverage state-of-the-art technology in force and tactile sensing, a fundamental prerequisite for performing whole-body contact tasks in autonomous, unstructured and hard-to-predict contexts. In particular, the iCub has been recently enhanced with a whole-body distributed artificial skin (outcome of the ROBOSKIN FP7-ICT-231500 European project) and a whole-body force/compliance control (outcome of the CHRIS FP7-ICT-215805 European project).

Requirements: the candidate should have a strong background in control theory and optionally some basic knowledge in robotics.

For further details concerning the research project, candidates are strongly invited to contact Francesco Nori (francesco.nori@iit.it).

Theme 1.4: Adaptive motor control with passive variable stiffness actuators

Tutor: Francesco Nori
N. of available positions: 1

In the field of robotics there has been a growing interest in simultaneous control of movements and interaction. When a perfect model of the environment is available, classical hybrid force/position controllers can be adopted [1] to achieve simultaneous control of posture and interaction. In realistic scenarios however, we need to take into account two major issues: (1) models should be continuously and iteratively updated in response to a continuously evolving environment; (2) models are always affected by errors which should be compensated with appropriate control actions (when they prevent the task achievement). This project aims at building a hybrid force/position controller constituted by two principal components: (1) an adaptive part which continuously estimates a model of the controlled system and of the surrounding environment (2) a motion planner, which takes into account uncertainties in the acquired model. Theoretical results will be validated on a prototype robot arm equipped with state-of-the-art passive variable stiffness actuators [2]. Possible extensions include applications on the iCub humanoid robot (http:/www.icub.org).

Requirements: the candidate should have a strong background in control and identification theory. Moreover, knowledge of optimal control and machine learning will be even if not strictly necessary.

For further details concerning the research project, candidates are strongly invited to contact Francesco Nori (francesco.nori@iit.it).

[1] Sciavicco, L., Siciliano, B.: Modelling and Control of Robot Manipulators. Advanced textbooks in Control and Signal Processing, 2nd edn. Springer (2005).

[2] Nori F., Berret B., Fiorio L., Parmiggiani A. & Sandini G. 2012, ‘Control of a single Degree of Freedom Noise Rejecting – Variable Impedance Actuator’, 10th International IFAC Symposiums on Robot Control, Dubrovnik, Croatia, September 05-07, 2012.
Theme 1.6: Action syntax in Broca's area
Tutor: Alessandro D’Ausilio

Co-Tutors: Prof Etienne Olivier and Luciano Fadiga

N. of available positions: 1
The motor system shows some interesting parallels with language organization. The possible commonalities between Action and Language are based on neurophysiological, neuroanatomical and neuroimaging data. In fact, the motor system may have furnished the basic computational capabilities for the emergence of language syntax. Generally speaking, processing hierarchies is a key ability in humans, allowing individuals to perform a variety of complex behaviors, including language. A common feature of all these behaviors is that they can be considered as structured sequences following syntactic-like rules. Regarding its crucial role in linguistic syntax, the historically well‐known but functionally still mysterious Broca’s area, located in the left frontal cortex of the human brain, has been considered as a serious candidate to support this syntactic function in a domain‐general fashion. Accordingly, it has been considered a “supramodal syntactic processor”. Despite a constantly growing number of studies that try to gain further insight to this issue, strong evidence remains sporadic. 
The successful candidate will run experiments using Transcranial Magnetic Stimulation (TMS) and Electroencephalography (EEG) techniques to reveal the implications of Broca’s area and the motor system in general, in various syntax‐processing tasks in the action domain. Thus, the general goal of this project will be to investigate the role played by Broca’s area in motor cognition. 
Requirements: The successful candidate will have an advanced cognitive neuroscience background and basic programming skills (Matlab preferred) as well as basic experience with TMS and/or EEG.
For further details concerning the research project, please contact: alessandro.dausilio@iit.it 
Theme 1.8: Development of sensori-motor skills and sensory integration within the haptic modality
Tutor: Gabriel Baud-Bovy and Monica Gori

N. of available positions: 1

During haptic exploration we are able to reconstruct the shape of objects that we are manipulating by integrating tactile, proprioceptive and motor information. How this integration occurs, how the mental representation of objects emerges and how the motor pattern of exploration influences this perception is still debated. A still open question is how these exploratory patterns and how perceptual abilities emerge during the development and which motor skills are necessary for this development. Is therefore interesting to study how the relation between motor skills and perceptual object pattern identification evolve in order to build a global object representation in the mind. To address this point in our laboratory we are studying how haptic cue information is integrated during development and the link between the emergence of motor pattern and the related perceptual object identification. The PhD student will be involved in designing and performing behavioral experiments in toddlers, children and adults. Both motor and perceptual abilities of the subject will be evaluated by analyzing movement indexes (motor synergies, reaction times, accuracy) and interaction parameters by sensorizing the objects. The information obtained will be then implemented in our robots and will be used to develop rehabilitation programs in people with sensory and motor disabilities. 
Requirements: Background in experimental psychology and/or developmental psychology, students with a different background but a capacity and interest to assimilate relevant literature and willingness to realize experiments with children and adults will also be taken into consideration. Interested students are encouraged to showcase their mathematical, programming, statistical, and/or modeling skill since the project will require processing of a heavy load of data from motion capture systems, force sensors, etc.    

For further details concerning the research project, please contact: gabriel.baud-bovy@iit.it, monica.gori@iit.it 

Theme 1.9: Decision Making in Motor Control
Tutor: Thierry Pozzo
N. of available positions: 1

This research project is aimed at better understanding the interaction between movement planning and decision-making. Decision and motivational processes that drive our interaction with humans and non living objects range from those that are largely externally driven (e.g., stop when the light is red) to internally driven (e.g., fatigue or physiological state). Experimental evidence indicates that the topology of saccadic eye movements, classically associated to movement planning, is affected by the task expected rewards. This indicates that the planning aspects of eye movements are susceptible to the value associated to that action. We recently developed an experimental paradigm called “reaching-to-a-bar paradigm” (Berret et al. 2011a, b) that confronts the subject to a decision making process because of the lack of a particular target to reach on the bar.  Decision making processes will be approached using this paradigm for which mainly subjective rewards contribute to the endpoint selection. Specifically movement planning could determine the gaze direction that in turn can predict the cost functions implemented by the brain. 

The candidate will investigate the above questions using standard experimental designs (3D motion capture systems, eye-tracker, psychophysics…) and/or mathematical models (e.g. optimal control, decision theory…).    

Candidates with a background in computational sciences (bio-engineering, physics or mathematics) or experimental sciences (neurosciences, psychology) are desired. The candidate must be motivated and must show a strong interest for both building model and designing experiments.

For further details concerning the research project, please contact: thierry.pozzo@iit.it
STREAM 2: Perception during Action

There are still many aspects to investigate in relation to the use of sensory information during actions. From the visual information required to plan a goal directed movement to the kind of haptic information required to interact gently and safely with a human being. By investigating specifically the peculiarity of perception DURING action we want to stress the unitary nature of perception and action in supporting each other during development, learning, motor execution and understanding. 

The roadmap of these activities is approximately organized along the roadmap of human development, starting from basic sensorimotor coordination and evolving towards more exquisite human skills as for example language. Along this way we touch attention, reaching in peripersonal space, affordances, multisensory integration and perception, imitation, speech and language and eventually the perception of time.

Theme 1.10: Learning affordances for and from manipulation
Tutor: Lorenzo Natale
N. of available positions: 1

The concept of affordances refers to the possible ways an observer can interact with a given object (Gibson, 1977). It has received a lot of attention by robotics researchers in recent years. For example, a computational, cognitive model for grasp learning in infants based on affordances was proposed by (Oztop et al., 2004). In the field of artificial cognitive systems, affordances have been used to relate actions to objects. Montesano and colleagues (Montesano et al., 2008) studied learning of affordances through the interaction of a robot with the environment. They developed a general model for learning affordances using Bayesian networks embedded within a general developmental architecture. Linking action and perception seems crucial to the developmental process that leads to that competence (Fitzpatrick and Metta, 2003). As the above and other research show, the integration of visoumotor processes aids the acquisition of object knowledge (Kraft et al., 2008; Ude et al., 2008; Modayil and Kuipers, 2004; Modayil and Kuipers, 2007, Modayil and Kuipers, 2007b). This project will be carried out in the context of the EU funded project Xperience (FP7-ICT2009-6, http://www.xperience.org/) and EFAA (FP7-270490, http://efaa.upf.edu/). The scenario is that of a robot interacting with objects to explore ways to interact with them. From the information gathered during exploration the robot learns a representation of objects that links sensory information to the motor actions performed on the objects. The scientific goals of the project are i) to develop a representation of affordances ii) to realize behaviors for autonomous generation of affordances and iii) to investigate the use of the representation of affordances in the context of planning and action understanding. 
Requirements: the ideal candidate should have a degree in Engineering or Computer Science (or equivalent), be highly motivated to work on robotic platforms and have computer programming skills. In addition, some background on Computer Vision and/or Motor Control would be preferable.

REFERENCES

Gibson, J.J. (1977) The Theory of Affordances. In Perceiving, Acting, and Knowing, Eds. Robert Shaw and John Bransford.

Oztop, E., Bradley, N. and Arbib, M. (2004). Infant grasp learning: a computational model. Experimental Brain Research, 158(4), 480‐503.

Montesano, L., Lopes, M., Bernardino, A., Santos‐Victor, J. (2008) Learning Object Affordances: From Sensory–Motor Coordination to Imitation. IEEE Transactions on Robotics, 24(1), pp. 15‐26.

P. Fitzpatrick and G. Metta. Grounding Vision Through Experimental Manipulation. In Philosophical Transactions of the Royal Society: Mathematical, Physical, and Engineering Sciences, 361:1811, pp. 2165‐2185. 2003.

Kraft, D., Pugeault, N., Başeski, E., Popović, M., Kragić, D., Kalkan S., Wörgötter, F. and Kruger N.  (2008). Birth of the Object: Detection of Objectness and Extraction of Object Shape through Object Action Complexes. International Journal of Humanoid Robotics (IJHR), 5, 247‐265.

Ude, A., Omrčen, D., Cheng, G. (2008) Making object learning and recognition an active process, International Journal of Humanoid Robotics, 5 (2), pp. 267‐286.

Modayil; J. and Kuipers, B. (2004). Bootstrap learning for object discovery, IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), vol. 1, pp. 742‐747.

Modayil; J. and Kuipers, B. (2007). Autonomous development of a grounded object ontology by a learning robot," in Proceedings of the AAAI Spring Symposium on Control Mechanisms for Spatial Knowledge Processing in Cognitive/Intelligent Systems.

Modayil; J. and Kuipers, B. (2007b). Where Do Actions Come From? Autonomous Robot Learning of Objects and Actions. Proceedings of the AAAI Spring Symposium on Control Mechanisms for Spatial Knowledge Processing in Cognitive/Intelligent Systems.

For further details concerning the research project, please contact: lorenzo.natale@iit.it 

Theme 1.11: Towards a Humanlike “memory” for Humanoid robots
Tutor: Vishwanathan Mohan
N. of available positions: 1

Memory is the capability of the nervous system to benefit from experience. For cognitive robots “learning continuously” in time through various playful sensorimotor interactions with the world (and people in it), there is an urgent need to develop an equally powerful (and humanlike) memory architecture that can “abstract and store” useful information in such interactions and remember ‘valuable’ ones when faced with novel situations. While the neuroscience of memory has progressed significantly in recent times (Patterson et al, 2007, Martin, 2009, Sporns, 2010, Squire et al, 2011), computational principles to implement such biologically inspired memory architectures in autonomous robots is still lagging way behind. Certainly, “learning” has been given importance in robotics but most of the learning is still restricted to task specific scenarios (learn to imitate movements, learn to push, learn to stack objects, etc.). Attempts to create a ‘task independent’ repository of causal knowledge that can be exploited/recycled under different circumstances and goals have been very sparse. This lacuna has to be filled if we are to see the emergence of truly cognitive systems that can use ‘experience’ to go ‘beyond experience’ in novel/unencountered situations.

Further, we know from several studies in neuroscience that human memories are very different from generic computer memories. It’s not a ‘warehouse’ where information is dumped and retrieved through some iterative search. It is modality independent (ex. You can move from apple to how it tastes, the crunchy sound of it when you bite, and what you can do with it), there is no limit to retrieval (with more experience on a topic you recall more and more). There is a fine categorization between declarative (what is an apple), procedural (how to make an apple pie) and episodic (what you did with an apple yesterday) memory. It is also known that brain networks involved in recalling the past are also active in simulating the future (Schacter et al, 2007, Buckner at al 2007) for reasoning and planning action in novel situations (more recently named as the Default Mode Network of the brain: Bressler et al, 2010). Considering that cognitive robots envisioned to assist us in the future are being designed to perform their goals in a dynamic and changing world that we humans inhabit, every moment is indeed novel and a powerful humanlike memory grounded in neurobiology is a fundamental requirement to “cognitively” exploit past experience in new situations. This PhD theme invites prospective candidates interested in investigating computational and biological mechanisms of ‘humanlike’ memory and endowing humanoid robots (iCub) with similar capabilities. This PhD proposal will be conducted within the framework of the EU funded project ‘DARWIN’ (http://darwin-project.eu/) in collaboration with a team of leading international scientists. The state of the art humanoid iCub as well as an industrial platform (see the website) will be used to validate the cognitive architecture in a range of playful scenarios and tasks inspired from animal and infant cognition. 
Requirements: Considering the interdisciplinary nature of the problem, the proposal is open for candidates from diverse disciplines (physics, biology, robotics, computer science etc) with an interest in understanding/modeling ‘human like’ memories and implementing such architectures on cognitive robots. 
References:

[1] Martin A.  Circuits in mind: The neural foundations for object concepts. The Cognitive Neurosciences, 4th Edition.  M. Gazzaniga (Ed.), MIT Press, 1031-1045, 2009.

[2] Patterson, K., Nestor, P.J. & Rogers, T.T. (2007) Where do you know what you know? The representation of semantic knowledge in the human brain, Nature Reviews Neuroscience, 8(12), 976-987

[3] Squire, L.R. & Wixted, J. The cognitive neuroscience of human memory since H.M. Annual Review of Neuroscience,34, 259-288. 

[4] Buckner, R.L and Carroll, D.C. (2007) Self-projection and the brain. Trends in Cognitive Science; 2:49-57. 

Schacter, D.L., Addis, D.R., and Buckner, R.L. (2007) Remembering the past to imagine the future: the prospective brain. Nat Rev Neurosci; 8(9):657-661.

[5] Bressler SL, Menon V. Large-scale brain networks in cognition: emerging methods and principles. Trends in Cognitive Sciences 14:277-290 (2010).

[6] Olaf Sporns, "Networks of the Brain", MIT Press, 2010, ISBN 0-262-01469-6.
For further details concerning the research project, please contact: vishwanathan.mohan@iit.it 

Theme 1.12: Sound localization and visio-acoustic cues integration
Tutor: Lorenzo Natale, Giorgio Metta, Concetta Morrone, David Burr

N. of available positions: 1
Conventional implementations of attention systems on humanoid robots rely on vision to determine the location of salient stimuli in the environment. Auditory information, however, can complement such information with useful cues on the location of salient stimuli in the environment. Sound localization has been widely studied in biological (humans and animals) and artificial systems with the goal of implementing algorithm for localizing sound sources in space [1-5]. Unfortunately sound localization on robotic system has limited performance in realistic scenarios due to noise, multiple sources or reflections. Proper integration of auditory and visual cues can improve the localization performance and avoid erratic behaviour due to false detections. This, in turn, requires the ability to solve a “correspondence” problem across different sensory modalities and reference frames (e.g. head versus retino-centric).
The goal of this PhD project is thus to integrate sound localization in the attention system of the iCub. The project will investigate how to properly integrate auditory and visual cues for the control of attention. In particular we will study which coordinate system is better suited for performing such integration and how to maintain calibrated visual and auditory maps of stimuli in the environment.
Requirements: the ideal candidate should have a degree in Computer Vision or Engineering (or equivalent) have a background in signal processing and vision. She/he should be highly motivated to work on robotic platform and have computer programming skills (C++). Background in Electrical/Electronic Engineering is a plus.
References

[1] J. Blauert, Spatial Hearing: The Psychophysics of Human Sound Localization, MIT Press, 1997.

[2] Natale, L., Metta, G., and Sandini, G., Development of Auditory-evoked Reflexes: Visuo-acoustic Cues Integration in a Binocular Head, Robotics and Autonomous Systems, Volume 39(2), pp. 87-106, 2002.

[3] Sound localization for humanoid robots – building audio-motor maps based on the HRTF, IEEE/RSJ International Conference on Intelligent Robots and Systems, Beijing, China, 9-15 October, 2006.

[4] Michaud, F., Rouat, J. and Letourneau, D., Robust sound source localization using a microphone array on a mobile robot, IEEE/RSJ International Conference on Intelligent Robots and Systems, 2003.

For further details concerning the research project, please contact: lorenzo.natale@iit.it and/or giorgio.metta@iit.it 
Theme 1.13: Actuators for humanoid robots based on electroactive polymers 
Tutor: Davide Ricci, Giorgio Metta

N. of available positions: 1
In recent years there has been much interest in electro active polymers (EAP) as materials for novel actuators. In general, polymers are attractive as actuator materials because they are lightweight, easily fabricated in various shapes, and low cost. Within the general category of EAP, two classes emerge as most promising, i.e. solid state Ionic EAPs (IEAP), that excel thanks to their low voltage operation [1-3], and Dielectric Elastomers (DE) that exhibit fast response, high actuation strains (>100%) and energy densities (3.4 J/g) [4,5]. Like natural muscle, polymer actuators have inherent passive compliance and have demonstrated simultaneous actuation and sensing. Within the framework of research carried out in the Soft Materials Laboratory @RBCS, using both proprietary [6,7] and other available EAP technologies, the activity will focus on the development of actuator assemblies for applications in humanoids robotics, working both at the materials and at the engineering level, aiming at small body parts actuation (e.g. eye movements). The work will involve electromechanical device design and process engineering and will rely on a strong in-house expertise on electroactive polymeric materials.
Requirements: The ideal candidate has an excellent Engineering or Material Science background and a strong motivation to collaborate across and beyond disciplines. It is furthermore desired that the student has a practical flair with good manual skills for experimental work. Experience in mechanical CAD and electromechanical modelling are a plus.

For further details concerning the research project, please contact: davide.ricci@iit.it; giorgio.metta@iit.it 
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Theme 1.14: Tactile object exploration
Tutor: Lorenzo Natale
N. of available positions: 1

Recent advances in tactile sensing have renewed the interest in the development of control strategies that exploit tactile feedback to control the interaction between the robot and the environment [1]. Indeed, it has been shown that tactile feedback can complement or even substitute for vision for grasping, especially in those situations in which a model of the environment is not available [2]. In humans it is believed that haptic exploration is fundamental to generate structured information to extract object properties like size, volume and shape [3]. In robots haptic representations of objects have been investigated; in the case of [4] and [5] the authors implement an implicit encoding which allows clustering objects with similar shapes. In a simulated scenario the authors in [6] use features inspired by the literature in computer vision to implement an algorithm that extracts tactile features and uses them for recognition.
The goal of this PhD project is to implement on the iCub strategies for object exploration and grasping based primarily on haptic feedback. To this aim we will use the sensory system of the iCub which includes a system of tactile sensors (fingertips, hands and arms [7]) and force sensors [8]. We will also study algorithms for extracting haptic features during object exploration and apply them to the problem of object recognition.
Requirements: the ideal candidate should have a degree in Computer Science or Engineering (or equivalent) and have a background in control theory and machine learning. He should also be highly motivated to work on robotic platform and have computer programming skills.
References:
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[3] Klatzky, R. and Lederman, S. (1987). Hand movements: A window into haptic object recognition. Cognitive Psychology, 19:342–368.
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 For further details concerning the research project, please contact: lorenzo.natale@iit.it  
Theme 1.15: Event-driven visual perception
Tutor: Chiara Bartolozzi

N. of available positions: 1

Carrying out real-world tasks in artificial behaving systems robustly and efficiently is one of the major challenges of today’s research in ICT. This is especially true if performances even remotely similar to those of biological behaving systems are desired. Indeed, biological systems are clearly outperforming artificial computing and robotic systems in terms of appropriateness of the behavioural response, robustness to interference and noise, adaptation to ever changing environmental conditions, or energy efficiency. All these properties are strongly interconnected and arise from the characteristics of the radically different style of computation used by the biological brain. In conventional robotics systems, sensory information is available in a sequence of “snapshots” taken at regular intervals. In this context high dynamics can be sensed only by increasing the sampling rate. Unfortunately the available bandwidth limits the amount of information that can be transmitted forcing a compromise between resolution and speed. As a result, current robotic systems are too slow and cannot react appropriately to unexpected, dynamical events. Biological systems also show us that predictive behaviour can compensate quite effectively for such latencies; however, proper predictions can be achieved only if scenes' dynamics are captured with sufficient temporal resolution. Neuromorphic sensors appear then as an efficient optimal solution to the problem. Neuromorphic event-based sensors sample information asynchronously with temporal resolutions that are order of magnitudes larger than the ones of conventional artificial cameras, while, at the same time, largely suppressing information redundancies and optimizing bandwidth usage and computational costs.
The goal of the proposed research theme is the development of event-driven artificial vision for a humanoid robot, fully exploiting the advantages of such an un-conventional type of sensory encoding and validating it on a robotic platform capable of complex interaction with the real world. The research will start from the existing work on the development of event-driven motion estimation and object recognition and will involve the development of algorithms for spike-based vision, using both artificial and real data. This work will be complemented by the use and validation of the developed computational methods for driving the behaviour of the humanoids robot iCub (www.icub.org.

For further details concerning the research project, please contact: chiara.bartolozzi@iit.it 
Theme 1.16: Event-driven tactile sensing
Tutor: Chiara Bartolozzi

N. of available positions: 1

Carrying out real-world tasks in artificial behaving systems robustly and efficiently is one of the major challenges of today’s research in ICT. This is especially true if performances even remotely similar to those of biological behaving systems are desired. Indeed, biological systems are clearly outperforming artificial computing and robotic systems in terms of appropriateness of the behavioural response, robustness to interference and noise, adaptation to ever changing environmental conditions, or energy efficiency. All these properties are strongly interconnected and arise from the characteristics of the radically different style of computation used by the biological brain. In conventional robotics systems, sensory information is available in a sequence of “snapshots” taken at regular intervals. In this context high dynamics can be sensed only by increasing the sampling rate. Unfortunately the available bandwidth limits the amount of information that can be transmitted forcing a compromise between resolution and speed. As a result, current robotic systems are too slow and cannot react appropriately to unexpected, dynamical events. Biological systems also show us that predictive behaviour can compensate quite effectively for such latencies; however, proper predictions can be achieved only if scenes' dynamics are captured with sufficient temporal resolution. Neuromorphic sensors appear then as an efficient optimal solution to the problem. Neuromorphic event-based sensors sample information asynchronously with temporal resolutions that are order of magnitudes larger than the ones of conventional artificial cameras, while, at the same time, largely suppressing information redundancies and optimizing bandwidth usage and computational costs.
The goal of the proposed research theme is the study and development of artificial event-driven tactile sensors for a humanoid robot. It is a multi-disciplinary work that will combine the study of:

-
biological sensory transduction, 

-
neuromorphic mixed signals microelectronics for the development of the sensor encoding

-
diverse existing mechanisms and materials for tactile sensory transduction

with the goal of creating an optimal system for event-driven tactile sensors. The potential applications of this line of research will start from the use in a bio-inspired event-driven humanoid robot (the “neuromorphic” iCub), up to the use in artificial limbs for sensorized prosthetics.

For further details concerning the research project, please contact: chiara.bartolozzi@iit.it 
Theme 1.17: Emergence of invariance in a computational visual system: humanoid robots as a platform to understand the computations in the visual cortex
Tutor: Lorenzo Rosasco, Giorgio Metta

N. of available positions: 1

Learning is widely considered the key to understand human as well as artificial intelligence and a fundamental problem for learning is the representation of input data. While most data representation strategies are problem specific, there is a general class of recently proposed architecture for data representation, called HMAX, which was originally proposed as a model of the visual cortex and is applicable in a wide range of problems. Empirically the proposed representation is often robust to a wide range of transformations of the inputs while preserving the important semantic information. In this project we will analyze the emergence of robustness and invariance to transformations, in a visual system from a computational perspective. The proposed study will start from the current knowledge of the human visual system. The idea is to use the iCub platform to study different computational model to understand how an agent can learn invariant image representations from visual cues and interaction with the surrounding environment.
For further details concerning the research project, please contact: lrosasco@MIT.EDU and/or giorgio.metta@iit.it 
Theme 1.18: Moving in peripersonal space

Tutor: Michela Bassolino, Lorenzo Natale
N. of available positions: 1

Converging evidences suggests that space in the brain is represented modularly. One such module encodes the peripersonal space (PPS), i.e. the limited portion of space around the body where touch, vision and sound stimuli interact (for a review Làdavas & Serino, 2008). This mechanism supports fundamental motor functions, such as planning of actions towards interesting objects (Rizzolatti et al., 1997) or evading potential threats (Graziano & Cooke, 2006). Presently there is no consistent computational explanation or mathematical model to describe how the brain controls body movement in PPS (e.g. Arbib et al. 2009). The goal of this PhD program is therefore the creation of a model of control that uses a representation of visual, tactile, and acoustic PPS. This potentially enables behaviors that control finely the expected contact with the environment either to avoid obstacles & dangers, or to support body movements through supporting contacts with the environment (e.g. capping a pen, threading a needle, stable reading, etc.).

The successful candidate is expected to work in a team and integrate with the existing development tools and methods in robotics, programming (C++), control theory, optimization and machine learning. Background in computer science, mathematics, engineering or related disciplines and a strong interest in neuroscience are required.

For further details concerning the research project, please contact: michela.bassolino@iit.it and lorenzo.natale@iit.it  
Theme 1.19: Development of soft MEMS tactile sensing technologies for robotics

Tutor: Massimo De Vittorio, Giorgio Metta, Davide Ricci

N. of available positions: 1

Tactile sensing technologies, that may enable safer and enhanced interaction of robots with the environment and humans, are still in their infancy and significant progress is necessary both at the sensor level and at the system level for a more widespread application in robotics. In particular, for humanoid robots, tasks such as reaching, grasping and dexterous manipulation would greatly benefit from the development of high sensitivity and reliable tactile/force sensing devices.

The goal of this project is therefore the development of high-quality flexible sensors for robotics based on a soft MEMS approach and, in particular, the development of sensors capable of detecting normal and shear forces and their implementation and validation on the iCub platform.

Based on the multidisciplinary know-how on MEMS, robotics, and signal processing as well as past experience with other state-of-the-art technologies (e.g. capacitive, PVDF), the activity will deal with the design and fabrication of new integrated sensors using flexible kapton films as substrates and exploiting piezoelectric/capacitive and piezoresistive properties of micromachined structures. The active materials developed and studied at CBN-MEMS that will be dedicated to detect stress are aluminum nitride for the piezoelectric and capacitive sensing and NiCr for resistive. A special attention will be devoted to the appropriate design of the sensor top interfacial layer that is crucial for the correct interfacing of the devices with the environment. Ad-hoc interface electronics embedded and connected to the iCub main infrastructure will be developed. The candidate’s work will take place both at the CBN-MEMS (IIT@Unile) and at the RBCS Department (IIT Genova) that are strongly collaborating on this project.

For further details concerning the research project, please contact: massimo.devittorio@iit.it; davide.ricci@iit.it; giorgio.metta@iit.it
Theme 1.20: Cortical Plasticity and Learning : Experimental and modeling approaches
Tutor: Thierry Pozzo, Luciano Fadiga

N. of available positions: 1

The idea that observation can activate motor representations opens innovative learning methods for humans and robots. Recently, we have shown that a brief period of hand immobilization in healthy subjects reduces the excitability of controlateral motor cortex (Avanzino et al., 2011) and cortical representation of the restricted muscles. These changes disappear when participants are instructed to observe hand human action during immobilization, but not when subjects mentally simulate those movements. Thus action observation blocks the cortical effect produced by immobilization, while motor imagery fails to ameliorate it, in contrast with previous studies recurrently demonstrating the efficiency of motor imagery in learning process. 

In such a context the aims are:  

- To better describe the mechanisms underlying action observation and motor imagery;

- To explore the role of other sensory input (haptic, proprioception, audition…) and their combination, in the cortical remapping;

- To built a computational model able to predict empirical data and to implement the experimental results performed on human in robot for learning by observing human movements. 
Requirements: Backgrounds in computer sciences, robotic, computational or behavioural neurosciences are required. The candidate must be motivated and must show a strong interest for both building model and designing experiments.

For further details concerning the research project, please contact: thierry.pozzo@iit.it, luciano.fadiga@iit.it,
STREAM 3: Interaction with and between humans
The ability to interact meaningfully and safely with humans is a fundamental resource of our society and a strong requirement for future robots. Since the discovery of Mirror and Canonical Neurons it has become evident that interpersonal communication and interaction requires mutual understanding and is based on a shared representation of goal directed actions. How this representation is built during sensorimotor and cognitive development, updated and exploited during action execution and understanding is the main focus of this activity.  Furthermore in a task related to human-human and human-robot interaction speech production and understating is a fundamental ability to investigate. A specific topic of investigation will be “motor syntax” and the similarities between action execution and speech production.  Finally, the peculiarities of interpersonal physical interaction through direct contact or mediated by external objects (e.g. during collaborative tasks) will be investigated. In all the research activities

Theme 1.21: Grounding language on the iCub
Tutor: Leonardo Badino, Vadim Tikhanoff

N. of available positions: 1

A growing amount of research on interactive intelligent systems and cognitive robotics is focusing on the close integration of language and other cognitive capabilities [Barsalou, 1999]. One of the most important aspects in the integration of language and cognition is grounding of language in perception and action. This is based on the principle that cognitive agents and robots learn to name entities, individuals and states in the external (and internal) world whilst they interact with their environment and build sensorimotor representations of it. When language is not grounded as in the case of search engines that only rely on text corpora lexical ambiguities that require consideration of contextual and extra linguistic knowledge cannot be solved. Grounded systems that have access to the cognitive and sensorimotor representations of words can, instead, succeed in solving these ambiguities [Roy et al., 2003]. Current grounded agent and robotic approaches have several limitations, in particular:
· they rely on strong prior phonological knowledge and therefore ignore the fundamental problem of segmenting speech into meaningful units (ranging from phonemes to words;
· grounding of new words is a start-from-scratch process meaning that the knowledge acquired about previous words is not exploited for new words.

This project proposal aims at addressing these two limitations by using a semi-supervised learning-based approach [Chapelle et al., 2006]. In a first “stage” the robot builds its own structured representation of the physical world through exploration (which can consist of hundreds of different perceived objects) and of the acoustic space. The robot then uses these representations to perform language grounding. Both representations will consist of multiple-level hierarchies (from raw representations of the perceived space to more abstract representations of the same space) generated for example by deep-learning auto-encoders [Hinton and Salakhutdinov, 2006].

For further details concerning the research project, please contact: vadim.tikhanoff@iit.it and/or leonardo.badino@iit.it 
Theme 1.22: Human-Robot Interaction
Tutor: Thierry Pozzo, Francesco Nori
N. of available positions: 1

In the last decades, the introduction of robotic devices in fields such as industries, dangerous environments, and medicine has notably improved working practices. The availability of a new generation of humanoid robots for everyday activities in human populated environments can entail an even wider revolution. Indeed, not only domestic activities but also social behaviors will adapt to a continuous interaction with a completely new kind of social agents. But how do humans relate with this emerging technology? Much effort is devoted today to allow close interaction of humanoids robots with people from different perspectives. In the robotic domain the main concern is to build safe and robust, technologically innovative and functionally useful devices (1, 2). On the other side, neuroscientists have used robots or similar artificial agents as tools to investigate human brain functions (3, 4) by using robotic bodies as artificial, controllable displays of human behavior. We adopt a slightly different approach aiming to understand which robotic features promote natural human-robot interaction (HRI). To do that, we tested the occurrence of motor resonance – i.e. the automatic activation, during actions perception, of the perceiver's motor system (5) – during human-robot interaction experiment with the iCub platform (6, 7). We focused on motor resonance as it is thought as the natural mechanism underlying human-human spontaneous communication (8, 9). The topic we propose as PhD activity is to further investigate how to foster natural HRI by exploiting the motor resonance mechanisms with multiple techniques, as eye-tracking, motion capture, and TMS. The research will be based on designing different HRI scenarios and assess how to modify robot behavior in order to improve the robots’ capabilities to relate with humans. 

Requirements: Background in computer sciences, robotics, computational or behavioural neurosciences are required as also willingness to make experiments with human participants and strong motivation to work and adapt to a multidisciplinary environment.

References
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For further details concerning the research project, please contact: thierry.pozzo@iit.it and/or francesco.nori@iit.it
STREAM 4: Interfacing with the human body
This activity will evolve along different research paths some of which carried out in close collaboration with other IIT’s research units such as the Neuroscience and Brain Technologies Department. 

This project sets out to identify technological research paths that can effectively lead to the development of artificial connection between the human brain and an external device or between different areas of the human brain disconnected by a pathologic process (i.e. ictus, trauma, etc.). During the previous scientific period we achieved several new results allowing us to record from and stimulate multiple brain sites in awake human patients. Among these results are a multichannel microdrive for intracortical recordings, multichannel arrays of microcontacts for epicortical recordings, a multichannel microstimulator. Among the most relevant technological progresses, the covering of the surfaces of contact with carbon nanotubes (CNTs), alone or associated with gold or polymers, allowed us to significantly improve the signal-to-noise ratio. 
Theme 1.23: Processing electrophysiological signals and extracting information from the human cortex
Tutor: Luciano Fadiga

Co-Tutor: Miran Skrap

N. of available positions: 1

The development of Brain Machine Interfaces (BMI) represent an interdisciplinary challenge of primary relevance. In recent times has become possible to record brain signals from the exposed cortex of awake patients by multielectrode arrays. Despite some invasivity, this allows to extract more information and more reliably than in classical EEG approaches. The efficient extraction of information to understand cortical encoding/decoding on a single trial basis remains however an open issue. Moreover, an efficient signal analysis is fundamental to optimize the recording systems, particularly as far as the optimization of temporo-spatial resolution is concerned. 

Project: The candidate will be involved in signal analysis and will be requested to explore techniques such as machine learning and information processing applied to brain signals as recorded from microelectrodes/electrocorticography. No EEG. 

Requirements: The required background is either Engineering, Computer Science, Physics or Mathematics together with programming capabilities (C++, Matlab, Labview) and basic knowledge on neurophysiology.
For further details concerning the research project, please contact: luciano.fadiga@iit.it  
Theme 1.24: Development of a bidirectional brain-machine communication devices
Tutors: Alessandro Vato

Co-Tutor: Luciano Fadiga

N. of available positions: 1

The ultimate goal of developing systems that permit a direct communication between the brain and the external world is to restore lost sensory or motor functions due to neurodegenerative diseases or after a stroke. Researchers involved in this challenging field are still facing so many theoretical and practical issues that makes these systems still not ready for a broader use among these kind of patients. The main goal of this project is to study and to develop a new family of bidirectional brain-machine communication devices by establishing motor and sensory artificial channels that permit the brain to exchange information with the external world in a bidirectional fashion by emulating the functional properties of the vertebrate spinal cord. To achieve this goal we need to set up new experimental framework that permit to decode the neural information collected from the brain and to interact with a dynamical artificial system in a closed loop real- time configuration. The sensory feedback will be explored by using patterns of intracortical microstimulation as an artificial sensory channel.

Requirements: the candidate for this PhD position will be required to have a background in computer science, electronics and basic neuroscience.

For further details concerning the research project, please contact: alessandro.vato@iit.it 

Theme 1.25: Study of rats sensory-motor skills for objects recognition: from local to global haptic integration
Tutor: Emma Maggiolini 
N. of available positions: 1

“Objects perception may thus be viewed as a process with two sensorimotor dimensions: acting to sense (exploration) and sensing to act (discrimination)” (Harvey et al., 2001). Rats detect and discriminate haptic features of the external world using the whiskers system. The vibrissae are involved in the detection, localization and discrimination of objects (Vincent, 1912; Hutson and Masterton, 1986; Carvell and Simons, 1990; Brecht et al., 1997) through a motion-based mechanism comparable to that of primates using their fingertips (Carvell and Simons, 1990). During active touch, the whiskers sensorimotor feedback loops convert the sensory inputs into motor commands tuning the position of tactile sensors (Ahissar and Kleinfeld, 2003). Using this strategy rats have the ability to discriminate between objects considering both global and some local features but how this information is extracted by neural circuitry is still unknown. To investigate this point the PhD student will be required to study the haptic system of rodents using chronic intracortical implants in awake animals during behavioral tasks. The PhD student will be required to plan the behavioral aspects and to investigate the role of both action potentials and local filed potentials recorded from primary somatosensory and motor cortices in order to understand the mechanisms underlying objects identification.
The project will integrate the results coming from animals studies with those conducted on humans to understand the neurophysiological relations that subtend local and global haptic integration, developing a model that will be tested on the robot platform so we are interested in individuals that are highly motivated and can interact with the rest of the scientists and contribute with their own ideas and proposals.
Requirements: interest in the neuroscience aspects, programming skills, knowledge of statistics, mathematics and modeling.
Harvey, M.A., Bermejo, R. ( Zeigler, H.P. (2001) Discriminative whisking in the head-fixed rat: optoelectronic monitoring during tactile detection and discrimination tasks. Somatosens Mot Res,

18:211-222 
Vincent , S (1912) The function of the vibrissae in the behavior of the white rat. Behav Monograph 1:7– 81
Hutson, K.A. ( Masterton,  R.B. (1986) The sensory contribution of a single vibrissa’s cortical barrel. J Neurophysiol,56:1196–1223
Carvell, G.E. ( Simons, D.J. Biometric analyses of vibrissal tactile discrimination in the rat (1990) J Neurosci, 10:2638–2648
Brecht M, Preilowski B, Merzenich MM (1997) Functional architecture of the mystacial vibrissae. Behav BrainRes,84:81–97
Ahissar, E. ( Kleinfeld, D. (2003) Closed loop neuronal computations: focus on vibrissa somatosensation in rat.  Cereb Cortex, 13:53–619
For further details concerning the research project, please contact: emma.maggiolini@iit.it 
Theme 1.26: Dynamic Neural Interfaces
Tutor: Marianna Semprini and Alessandro Vato

N. of available positions: 1

Brain Machine Interface (BMI) systems are devices that mediate communication between the brain and the external world and are often used to enhance or substitute lost motor functions as a consequence of stroke, spinal cord injury or other similar diseases [1]. In the last decade valuable results have been obtained in this field, but many technical and theoretical issues are yet to be explored [2]. 

As a step toward the creation of “user-friendly” systems, our group recently developed a new kind of BMI, called dynamic Neural Interface (dNI) [3] in which the interface establishes a control policy acting upon a controlled object in the form of a force field (FF). The goal of this work was to implement, through a bidirectional interaction with the cortex, a family of different behaviors resembling the motor primitives expressed in the spinal cord reported in the experiments where microstimulation produces forces that make limbs converging toward equilibrium points [4]. 

Within the RBCS project “BRICS - Primitives for Adapting to Dynamic Perturbation” the candidate will explore how these “neural primitives” can be combined, i.e., if these “neural fields” (the. FFs created by the dNI) can sum linearly as those found in the spinal cord [4]. The candidate will also investigate the robustness of these “neural primitives” to dynamical perturbations from the environment and whether a change or a rearrange of these modules take place.

 [1]
F. A. Mussa-Ivaldi and L. E. Miller, "Brain-machine interfaces: computational demands and clinical needs meet basic neuroscience". Trends Neurosci, vol. 26, pp. 329-34, Jun 2003.

[2]
M. A. Lebedev and M. A. L. Nicolelis, "Brain-machine interfaces: past, present and future". Trends Neurosci, vol. 29, pp. 536-546, 2006.

[3]
A. Vato, M. Semprini, E. Maggiolini, F.D. Szymanski, L. Fadiga, S. Panzeri. and F.A. Mussa‐Ivaldi. “Shaping the dynamics of a bidirectional neural interface”. Plos computational Biology, 2012
[4]
F.A. Mussa-Ivaldi, S.F. Gizter and E. Bizzi, “Linear Combination of Primitives in Vertebrate Motor Control”. Proc Natl Acad Sci USA 91, No. 16, 7534-7538, 1994
Requirements: the candidate is required to have a background in computer science, electronics and basic neuroscience.

For further details concerning the research project, please contact: marianna.semprini@iit.it and alessandro.vato@iit.it 

Theme 1.27: Advanced hardware/software techniques for fast functional magnetic resonance imaging
Tutor: Franco Bertora 

N. of available positions: 1

Brain fMRI (functional Magnetic Resonance Imaging) is an already established methodology both in clinical practice and in Cognitive Sciences research. Its wide diffusion is somewhat limited by the high scanner costs, that derive from the need of high quality three-dimensional real-time acquisitions. Recent advances in MRI technology, like multi-channel parallel acquisition [1], and in signal processing, as Compressed Sensing (CS) [2,3], hint at the possibility of manifold improvements.  In fact the singular or combined use of these techniques opens up multiple options, like better image quality with present equipment, present image quality from lower cost scanners or the capability of functional imaging in close to real-life conditions [4,5].

The latter perspective is the more appealing from the cognitive sciences point of view since it offers new perspectives in fields, like the study of the motor cortex, of high level functions in complex tasks as driving or inter individual interaction, that are so far difficult or impossible to explore with current tunnel scanners.

The goal of the candidate will be to study both theoretically and experimentally, the application of multi-channel parallel acquisition, and compressed sensing to real MRI scanners i.e. taking into account the technological limitations imposed by hardware. The candidate, which we will be supervised by Franco Bertora and Alice Borceto, should hold a degree in Physics, Engineering, Computer Science or Mathematics and have a keen interest in a hands-on experience on MRI hardware.

References:

[1] M. Weiger at al. “2D SENSE for faster 3D MRI”, MAGMA (2002)

[2] M. Lustig et al, “Compressed Sensing MRI”, IEEE Signal Processing Magazine (2008).
[3] R. Baraniuk et al, “Model-Based Compressive Sensing”, IEEE Transactions on Information Theory (2010).
[4] F. Bertora, et al. “A. Three-sided magnets for magnetic resonance imaging” J. of Applied Physics (2011).

[5] A. Borceto at al. “Engineering Design of a Special Purpose Functional Magnetic Resonance Scanner Magnet” (Applied Superconductivity Conference, Portland OR, USA, Oct. 2012)

For further details concerning the research project, please contact: franco.bertora@iit.it 
STREAM 5: Sensorimotor impairment, rehabilitatin and assistive technologies

This stream focuses on technologies and systems specifically designed for the assistance and rehabilitation of humans with the goal of improving their opportunities of interactions and social integration and their capabilities in private, at work, in their study and in their social activities.

Along this line RBCS is involved in multidisciplinary research along three main streams: 1. Study of the physiological and pathological conditions giving rise to sensory, motor an cognitive disabilities affecting individual well-being and social interaction; 2. Design, development and field-test  Assistive Technologies including sensory and motor rehabilitation protocols, systems and prosthesis; 3. Investigation of human-machine communication and interaction in disabled persons..

From the human perspective particular emphasis will be devoted to the younger segment of the population (from neonatal age) and addressing specifically how to improve social interaction and integration of the individual in the society.

From the technological perspective the focus will be on solutions that can be tailored to individual needs (exploiting reciprocal adaptability of the human body and new technologies) adapted to the softness and compliance of the human body and to the plasticity and adaptability of human nervous (sensorimotor and cognitive) system.
Theme 1.28: Haptic Technology and Robotic Rehabilitation
Tutor: Lorenzo Masia, Pietro Morasso

N. of available positions: 1

In the last three decades technological advancement has contributed to outstanding innovations in the field of robotics and human-robot interaction (HRI) became the key feature of the robot design. Although far to reach performance compared with those of the biological counterpart, robots have been offering a wide range of applications in many different fields, from medicine to industry. Human-robot interaction (HRI) focuses on the study of interactions between people and robots with the basic goal to develop principles and algorithms to allow more natural and effective communication and interaction between humans and robots.  
The present research theme aims to coordinate a multidisciplinary approach to the develop and use of robotic technology as the principal instrument to investigate how the central nervous system masters the interaction with the external environment or recovers motor functions after brain injury: having in mind the human nature as the main core of the study we propose to start two main subdivisions:

· Human Recovery (mechanical design of robotic system for motor restoration, control design for assistive algorithms, optimal control of human robot interaction, engineering of mechatronic system for biomechanics, quantification of human performance and ergonomics) 

· Human Enhancement (haptic systems with interfaces optimized for human cognitive capabilities, combining interactive, perceptually-tuned haptic rendering to empower task performance, Tele-robotics with true human-assisted sensor fusion, exoskeletons for hands/arms with integrated force and tactile sensing, Hardware packaging for wearable systems)
One position is available: main goal is to design and characterize mechatronic devices for studying HRI in a variety of tasks and applications. We aim to develop new mechanical solutions (actuators, sensors) and control algorithms to build robotic systems in order to assist/empower human motor performance. The research will be broken down into the following steps: conceptual design and simulation of new hardware; mechanical design and assembly of the system; characterization and control of the device and experimental trials on humans. 

Established collaborations with clinical institutions (Fondazione Maugeri Veruno, NO, and Gaslini Pediatric Hospital, Genoa) will be strongly encouraged and will involve the candidate to perform experiments and trials on site.  
Requirements: We are preferably seeking candidates with a background in Mechanical engineering or Robotics.
Mechanical engineering background is essential (manual skills for hardware assembly, strong experience in CAD mechanical design, SolidWorks, Pro-E, Alibre), matlab/simulink programming skills and control engineering, (optional) confidence with mechanical measurement and instrumentation, (optional) background in biomechanics and neural control of movements.

For further details concerning the research project, please contact: lorenzo.masia@iit.it and pietro.morasso@iit.it or visit http://www.iit.it/en/rbcs/labs/motor-learning-and-rehab-lab.html
Theme 1.29: Bidirectional and multimodal feedback in robotic rehabilitation for brain injured patients
Tutor: Marianna Semprini and Valentina Squeri

N. of available positions: 1

Most neurological diseases affecting the central nervous system (CNS) are associated with impaired processes of sensorimotor control. They usually become manifest as characteristic motor deficits, such as abnormal slowness, loss of limb coordination, or tremor. Many current robotic rehabilitation techniques focus on restoring motor functions, neglecting the fundamental role of sensory information in motor control.
The RBCS project “BIMMFERR - Bidirectional, MultiModal FEedback in Robotic Rehabilitation for brain injured patients” aims to enhance/augment the feedback for both human patient and the robotic system aiding rehabilitation of the patient. 
Within this project, using a robotic haptic device and an augmented feedback instrumentation (such as a vibration system), the candidate will explore how to provide human patients with extra sources of sensory feedback that is synchronized with the motor intention in such a way as to promote the building of a sensory re-afference.

Moreover the candidate will investigate if using subject’s electromyography (EMG) signal as biofeedback provided to the robot, can lead to an increase in the patient-robot interaction and hence can accelerate human motor learning.

Merging the two aforementioned techniques, the candidate will also evaluate the combined effects of additional feedback and robot assistance based on biosignals, on restoration of upper limb functions.

Experiments will take place at IIT, Gaslini Hospital, the laboratory in INAIL of Volterra and the Human Sensorimotor Control Laboratory of the University of Minnesota (Professor Juergen Konczak).
Requirements: the candidate will be required to have a background in computer science, control engineering and basic neuroscience; programming skills: Matlab/Simulink. 
For further details concerning the research project, please contact: marianna.semprini@iit.it and valentina.squeri@iit.it 

Theme 1.30: Primitive for adapting to dynamic perturbations
Tutor: Lorenzo Masia, Francesco Nori and Valentina Squeri

N. of available positions: 1

Motor primitive (also called synergy or module) is a generic term and is central for motor control and motor learning. In neuroscience muscle synergies represent a library of motor subtasks, which the nervous system can combine to produce movements. 

In clinical neurorehabilitation, motor synergies may be deﬁned as stereotyped movements of the entire limb that reﬂect loss of independent joint control and limit a person’s ability to coordinate his/her joints in ﬂexible and adaptable patterns, thereby precluding performance of many functional motor tasks. 

To understand if the approach to the modular hypothesis could be useful also in the domain of rehabilitation, the candidate will develop and validate robotic experiments, conducted on both healthy individuals and neurological patients. In particular the research will be focused on children with different pediatric pathologies (i.e. cerebral palsy and cerebellar symptoms) and on their age-matched control group. Moreover a lifelong study will be useful to describe the evolution of muscle synergies from the childhood to the old age. Furthermore, with a characterization of different pathologies from the muscular point of view, we will be able also to assess the evolution of the recovery of the patient, if any. 

Pediatric patients (affected by cerebral palsy, cerebellar syndromes etc) will be recruited in the new joint clinical facility of Pediatric Hospital Gaslini. Elderly subjects will be recruited among volunteers of Università della terza età.

Requirements: Backgrounds biomechanics and neural control of movements background; motivation and interest in designing, validating and running experiments; programming skills: matlab/Simulink, control engineering, confidence with mechanical measurement and instrumentation

For further details concerning the research project, please contact: lorenzo.masia@iit.it, francesco.nori@iit.it, valentina.squeri@iit.it 
Theme 1.31: Design and characterization of a lightweight and compliant novel tactile feedback device
Tutor: Alberto Ansaldo, Michela Bassolino, Netta Gurari  
N. of available positions: 1

Humans with compromised touch sensing can benefit from the development of new artificial touch displays.  Example populations who would desire such a technology include:
· Patient populations receiving rehabilitative treatment (e.g., patients with motor deficits after stroke),
· Users of virtual environments (e.g., video game players), and
· Humans controlling teleoperated robots (e.g., doctors using the Intuitive Surgical, Inc. Da Vinci Surgical system).

In this research, the PhD candidate will design, develop, and characterize a touch display for relaying tactile information. First, the candidate will design the actuators using newly developed compliant materials (e.g. ionic electro active polymers), so that the actuators can output a sufficient amount of force to produce perceivable signals. Next, the candidate will use these actuators to create a tactile feedback display. Last, the candidate will characterize the effectiveness of the tactile display by conducting human subject testing. At the conclusion of this project, the novel touch display will be given to other groups for use in clinical applications and in basic science research.
Requirements: The project is strongly interdisciplinary, using skills from the following fields: material science, chemistry, electronic engineering, mechanical engineering, and experimental psychology. Specific requirements of the PhD candidate include:
· Background in engineering, physics, chemistry, or related disciplines 
· Programming skills (e.g., C/C++)
· Good written and oral communication skills in English
· Ability to work in an interdisciplinary team
· An excitement for a career in conducting scientific research
For further details concerning the research project, please contact alberto.ansaldo@iit.it
Theme 1.32: Meeting the technological challenge in the study and analysis of human motor behavior
Tutor: Gabriel Baud-Bovy and Lorenzo Masia
N. of available positions: 1

Technology plays an increasingly large role in the way we study, assess and rehabilitate sensory and motor abilities of humans. One challenge is to develop systems that keep the user interested in performing the task and that can be applied in a various studies and contexts, both inside and outside university laboratories (e.g. clinics, schools, home). Meeting this challenge requires among other things the development of entertaining tasks, user-friendly interfaces as well as the development of data processing tools to extract relevant information from these experiments. 

The PhD candidate will be involved in a series of studies, going from the development of sensory and motor abilities of infants, toddlers and school-age children to research on the rehabilitation of children and/or adults with sensory and/or motor deficits. The PhD candidate is expected 1) to the integrate and develop technologies for recording the interaction with the external environment (e.g., motion recording systems such as Kinect, force sensors, haptic devices and other robotic systems developed at the IIT), 2) develop software interfaces and possible clinical applications of these systems, 3) contribute to the development of tools for the processing of the data (extraction of performance measure, automated behaviour classification, etc.) 

Requirements: We are preferably seeking candidates with good programming (e.g., C/C++, Python, OpenGL, gaming, 3D visualization) and mathematical skills for data analysis and modelling, who is strongly motivated in participating to studies involving human subjects.  Optional background in biomechanics and/or control theory.
For further details concerning the research project, please contact: gabriel.baud-bovy@iit.it, lorenzo.masia@iit.it 
Theme 1.33: Development of multi-sensory integration in typical and disabled children 
Tutor: Monica Gori, David Burr, Giulio Sandini

N. of available positions: 1
The project will study the development of neural mechanisms that integrate visual, auditory and haptic sensory information, in typically developing children and specific patient groups, including non-sighted and haptically-impaired individuals. The aim of the project is to understand how these mechanisms mature of the early years of development (from birth to adolescence), and how specific disabilities impact on this development. The ultimate goal of this line of research is to develop rehabilitation strategies to help the disabled groups cope with daily life. 
Requirements: The project is strongly interdisciplinary and, according to the specific theme, may require a combination of two or more skills from the following fields: electronic engineering, mechanical engineering, and experimental psychology. 
For further details concerning the research project, please contact: monica.gori@iit.it , giulio.sandini@iit.it 
2 ICUB FACILITY – PROF. GIORGIO METTA
Theme 2.1: Social augmentation for robotic platforms using Computer Vision and Machine Learning 
Tutor: Lorenzo Natale, Alessio Del Bue 

N. of available positions: 1

Recent research in robotics is trying hard to push robots out of factories and research laboratories. Effective operation in everyday environments requires not only sophisticated and robust perceptual systems but also the ability to detect humans and interact with them. However, treating humans as simple animated entities is not enough: meaningful human-robot interaction entails the ability to interpret social cues and human intentions. Such capabilities are fundamental prerequisites to program the robot to react appropriately to humans and to bias the interpretation of the scene using nonverbal cues (gaze or body gestures).

The aim of this project is to endow the iCub with a fundamental layer of capabilities for detecting humans, their posture and social intentions. Examples could be the ability to detect if a person is attempting to interact with the robot or his posture and intentions. Conventional research in Computer Vision and Machine Learning focuses on applications in which the image patch of a whole person (or group of people) is visible without strong occlusions in. On the other hand, face-to-face interaction requires developing novel algorithms for coping with situations in which large areas of the body are occluded or only partially visible. This Egocentric (First-Person) Computer Vision is of certain importance and of foreseen widespread diffusion also for humans given the introduction of new compact and wearable devices (e.g. Google project glass prototypes).

This PhD project will be carried out within the iCub Facility in collaboration with the Department of Pattern Analysis and Computer Vision (PAVIS). The ideal candidate should have a degree in Computer Science or Engineering (or equivalent) and background in Computer Vision and/or Machine Learning. He should also be highly motivated to work on a robotic platform and have computer programming skills.

For further details concerning the research project, please contact lorenzo.natale@iit.it, alessio.delbue@iit.it
Theme 2.2: Haptic exploration for humanoid navigation with a compliant robot 
Tutor: Nicolas Perrin, Francecsco Nori, Nikos Tsagarakis, Giorgio Metta
N. of available positions: 1

Humans are able to modify their usual strategy for locomotion in order to move in a cluttered environment without any visual information. The goal of this PhD research program is to perform this difficult task with a compliant humanoid robot. More precisely, we will study the problem of navigation in an unknown environment with a “blind” humanoid robot. This may require haptic exploration with the feet to find flat and stable surfaces, or arm motions to check for the absence of obstacles through haptic exploration including proprioceptive joint measurements or full body tactile skin sensing, or on the contrary find safe contacts to increase balance. The successful candidate will investigate various algorithms and multi-contact planning strategies in order to solve this problem in complicated environments. In a first phase, quasi-static motions might be considered, but trying to maximize the robot speed will ultimately be an objective of prime importance. Because of their increased ability to absorb shocks, it is expected that passively compliant robots can perform blind navigation faster than other robots, and the successful candidate should try to demonstrate this intuition. Experiments will be made on the passively compliant COMAN/iCub platforms:

· http://www.iit.it/en/advr-labs/humanoids-a-human-centred-mechatronics/advr-humanoids-projects/compliant-humanoid-platform-coman.html
· http://www.iCub.org
developed at the department of advanced robotics (ADVR), robotics brain and cognitive sciences (RBCS) and at the iCub Facility of the IIT. Solving this complex problem in a robust way is expected to have an impact far beyond the sole application of blind navigation.

Requirements: the ideal candidate should have a degree in Engineering or Computer Science (or equivalent), be highly motivated to work on robotic platforms and have very strong computer programming skills, including experience with C/C++ in the Unix environment. Good writing and communicating skills in English are essential.

For further details concerning the research project, please contact: francesco.nori@iit.it, Nikolaos.tsagarakis@iit.it, Giorgio.metta@iit.it 
3 ADVANCED ROBOTICS – PROF. DARWIN CALDWELL

STREAM 1: Machine Learning, Robot Control and Human-Robot Interaction

Theme 3.1: Developmental robotics and robot learning for agile locomotion of compliant humanoid robots 
Tutor:  Dr. Petar Kormushev, Dr Nikos Tsagarakis 

Developmental robotics offers a completely different approach for controlling humanoid robots than the currently predominant approach based on manually engineered controllers. For example, currently, the majority of bipedal walking robots use variants of ZMP-based walking with largely simplified models of the robot dynamics. As a result, despite the significant mechatronic advances in humanoid robot legs, the locomotion repertoire of current bipedal robots merely includes slow walking on flat ground or inclined slopes, and primitive forms of disturbance rejection. This is far behind from even a two-year old child.

The creation of novel, high-performance, passively-compliant humanoid robots (such as the robot COMAN developed at IIT) offers a significant potential for achieving more agile locomotion. However, the bottleneck is not the hardware anymore, but the software that controls the robot. It is no longer reasonable to use over-simplified models of robot dynamics, because the novel compliant robots possess much richer and more complex dynamics than the previous generation of stiff robots. Therefore, a new solution should be sought to address the challenge of compliant humanoid robot control.

In this PhD theme, the use of developmental robotics and robot learning methods will be explored, in order to achieve novel ways for whole-body compliant humanoid robot control. In particular, the focus will be on achieving agile locomotion, based on robot self-learned dynamics, rather than on pre-engineered dynamics model. The PhD candidates will be expected to develop new algorithms for robot learning and to advance the state-of-the-art in developmental robotics.

The expected outcome of these efforts includes the realization of highly dynamic bipedal locomotion such as omni-directional walking on uneven surfaces, jumping and running robustly on uneven terrain and in presence of high uncertainties, demonstrating robustness and tolerance to external disturbances, etc. The ultimate goal will be achieving locomotion skills comparable to a 1.5 - 2 year-old child.

Requirements: This is a multidisciplinary theme where the successful candidates should have strong competencies in machine learning and artificial intelligence, and good knowledge of robot kinematics and dynamics. The candidates should have top-class degree and a background in Computer Science, Engineering, or Mathematics. Required technical skills: C/C++ and/or MATLAB. Knowledge of computer vision is a plus.
For further details please contact:  petar.kormushev@iit.it
Theme 3.2 Dextrous manipulation learning with bimanual compliant robots

Tutor:  Dr. Sylvain Calinon  

Robotic systems get increasingly complex with the fast development of new hardware and sensing technologies, not only with respect to the number of motors and sensors, but also with respect to the new actuation/perception modalities that will be endowed in tomorrow's robots. One such new perspective is to go beyond reference trajectory tracking control by exploiting active and/or intrinsic compliance capabilities of the robots. Such perspective requires us to redefine the machine learning problems towards a flexible regulation of stiffness and damping behaviors. With the fast development and expected widespread use of these new robot technologies, one key element for robot learning by imitation and exploration is to flexibly encode the learned skills with a minimum number of efficient control variables. The aim is to guarantee generalization and adaptation capabilities while avoiding to grow with the number of articulations or sensory modality, and thus ensuring real-time adaptive behavior.

 

The problem of bimanual coordination in such new settings requires to be thoroughly revisited. This PhD proposal will address research themes such learning and adaptation of local sensory-motor activity couplings. The principle of reducing the complexity of a non-linear trajectory by representing it with a superposition of simple local motion elements (the so-called movement primitives) will be extended to novel concepts such as impedance primitives or synergy primitives.

 

The role of haptics in dextrous manipulation skill acquisition will be explored in the context of bidirectional social teaching interaction with the compliant full humanoid robot COMAN, as well as in an industrial context with an innovative cooperative manufacturing setup based on two 7 DOFs compliant manipulators with sensorized hands.

For further details please contact:  Sylvain.Calinon@iit.it
Theme 3.3 From human-human to human-robot collaborative skills acquisition

Tutor:  Dr. Sylvain Calinon  

The recent introduction of robots with compliant capabilities on the robotics market offers new human-centric opportunities such as kinesthetic teaching and human-robot cooperation. The robots are not anymore put behind fences, and can now execute tasks in collaboration with the user, which requires a drastic change in the way the robots can move, learn and interact with the users. This PhD proposal addresses the problem of transferring collaborative manipulation skills to the robot in a user-friendly manner. Such skills involve rich and diverse behaviors such as leading roles and specialization, passive/active roles switching, turn-taking, compliance, synchrony, anticipation, non-verbal cues such as haptics used to communicate intent, etc.

 

There are clear limits in current engineering solutions to implement such skills in robots. Interestingly, those skills sometimes appear to us as naturally grounded. It is proposed to explore how this human versatility can be exploited to get a better understanding of these mechanisms and act as a source of inspiration to be able to mimic those skills with robots.

 

The human-human cooperation behavioral aspect will be studied in collaboration with Prof. Roger Newman-Norlund, Director of the Brain Stimulation Laboratory, Division of Physical Therapy & Motor Control at the University of South Carolina. The nature and roles of mutual responsiveness, complementary actions, intention reading and empathy in joint actions will be studied from behavioral, psychological and cognitive neuroscience perspectives, by considering healthy subjects and subjects with impaired social abilities.

The human-robot cooperation experiments will be conducted with the compliant full humanoid robot COMAN, as well as with two 7 DOFs compliant manipulators with sensorized hands.For further details please contact:  Sylvain.Calinon@iit.it
 

Theme 3.4 Learning from demonstrations in a soft robotic arm for assistance in minimally invasive surgery
Tutor:  Dr. Sylvain Calinon  

This PhD proposal takes place within the STIFF-FLOP project (STIFFness controllable Flexible and Learn-able Manipulator for surgical OPerations), which is a collaboration with 11 universities, research institutes and companies in Europe: KCL (UK), SSSA (Italy), TRI (Spain), PIAP (Poland), HUJI (Israel), UoS (UK), USiegen (Germany), Shadow (UK), FRK (Poland) and EAES (Netherlands).

 

In minimally invasive surgery, tools go through narrow openings and manipulate soft organs that can move, deform, or change stiffness. There are limitations in current robot-assisted surgical systems due to the rigidity of robot tools. A soft robotic arm will be available within the project to manipulate objects while controlling the stiffness of selected body parts. This PhD proposal will focus on the learning, human-robot interaction and variable compliance manipulation aspects.

 

The objective is to exploit the relevant statistical information contained in multiple demonstrations from the teleoperator to learn force/position control manoeuvres so that the teleoperator could, over time, concentrate on high level decisions while the robot takes care of low level reactive control manoeuvres in a semi-autonomous fashion. The PhD candidate will conduct robotic experiments to answer a number of key questions in applied machine learning to control the stiffness of selected parts of the body, to move in a constrained space, and to exert desired forces on soft objects with uncertain impedance parameters.

 

Probabilistic models such as hidden Markov models or Gaussian mixture regression will be explored to learn a policy that takes into account variability and correlation information collected during consecutive trials. The aim is to estimate an adequate level of compliance depending on the task requirements, in order to leverage the operator with operations that are problematic to execute or that are not directly relevant for the task. The learning problem will be explored in tight connection with the control problem to orchestrate the degrees of coupling of the flexible arm that best suit the statistics of the task (e.g., by stiffening the arm in task relevant dimensions).

For further details please contact:  Sylvain.Calinon@iit.it
 
Theme 3.5: Robotic Technology for Lower Limb Rehabilitation and Assisted Mobility

Tutor: Dr. Jody Saglia, Prof. Darwin Caldwell

In the past decades several studies demonstrated that rehabilitation robots have a great potential in improving diagnostics and physiotherapy outcome. The main advantage of automated rehabilitation systems is the capability of performing a large number of repetitions, which was proved to be extremely beneficial in the treatment of neuromuscular injuries. Further, such systems turn out to be extremely precise diagnostic tools and can provide quantitative measures of the patient’s recovery state after an injury. As a result many systems are being currently developed and tested and require the implementation of advanced control strategies for assisted training and the development of novel, high performance actuation and sensor systems. These innovative robotic technologies have also been applied to the design of devices for assisted mobility and manipulation both in the field of motor/functional rehabilitation and power augmentation.

The present research theme focuses on the development of such assistive technologies from a multidisciplinary point of view. The research team is composed of engineers as well as clinicians and the research activities range from mechatronic design to clinical trials passing through software and control algorithms development and prototyping.

Two positions are available: the first position is to contribute to the design and control of mechatronic devices for lower limb rehabilitation and assisted mobility, while the second position is to contribute on the development of Human-Machines Interfaces (HMI) for assistive devices and design and implementation of evaluation protocols for clinical trials. Both students will be part of a multidisciplinary team of engineers and clinicians and the work will include: analysis/modeling, hands-on robotic hardware development and control, software development and clinical trials.

The successful candidates will have a Master degree in Mechatronics, Robotics, Bioengineering, Software Engineering or equivalent and will be able to work both in a team and independently. Experience in CAD mechanical design, programming with C/C++ and Matlab is mandatory and knowledge of robot kinematics and dynamics is preferable. Background in biomechanics is an advantage.

For further details concerning the research project, please contact: jody.saglia@iit.it
 or visit http://www.iit.it/en/advr-labs/biomedical-robotics/.

Theme 3.6: Control and planning of autonomous dynamic legged robot locomotion

Tutors: Dr Ioannis Havoutis, Dr Claudio Semini 

Legged robots have an advantage over wheeled robots in difficult and unstructured environments (e.g. outdoors, accident and disaster sites, etc). While this is the motivation behind much of the research in legged robotics the actual solutions are still largely confined to rather simple 'laboratory conditions'. The reasons for this are many, ranging from mechanical and design aspects over software to challenges in control and theoretical difficulties.

At the Department of Advanced Robotics at IIT we are working on the technology to change this. We are developing legged robots and the required control, planning and navigation algorithms to enable fully autonomous, fast and reliable operation in in- and outdoor settings.

We are seeking two highly motivated PhD students to work on aspects of control and planning of dynamic locomotion through unstructured terrains (e.g. running through a forest, jumping, 'orienteering'). The students will be working in the frame of the HyQ project. The Hydraulic quadruped HyQ is a unique research platform. It is a fully torque controlled electric/hydraulic quadruped robot equipped with inertial measurement units, laser range finders and stereo cameras.

http://www.iit.it/en/advanced-robotics/hyq.html
The exact research program will be determined both based on the background and interests of the students and the need of the project. Possible research topics include but are not limited to: Control of floating base articulated robots, kino-dynamic planning, probabilistic planning & control, force & impedance control, learning and adaptive control of legged robots, dynamic terrain and obstacle perception and modeling, path planning.

The ideal candidate has an excellent background in Robotics, Motion Planning, Control Engineering, Dynamical Systems or similar fields. Excellent programming skills are a prerequisite. It is furthermore desired that the student has a practical flair and a desire to do experimental work. The work will require elements of theoretical work, software implementation and field tests. The ability to collaborate across and beyond disciplines is a key to success in this research program.

For further details concerning the research project, please contact: ioannis.havoutis@iit.it or claudio.semini@iit.it
STREAM 2: Humanoids and Compliant Robotics 

Theme 3.7 Building the next Humanoids: Exploring the Mechatronic Technological Limits and New Design Philosophies for the development of a high performance leg.   

Tutor: Dr Nikos Tsagarakis

Although significant progress have been made during the past two decades in the mechatronic development of humanoid robot legs there are still significant barriers to be overcome before the legs (structure, actuation and sensing) of the humanoid systems approach the performance of the human body. When compared with human legs the engineered humanoid legs lack performance, sensing capabilities and robustness during interactions with the environment both when they are self generated or accidentally imposed, e.g. falling down. High impact interactions which are required for example during the execution of highly dynamic tasks, e.g. running cannot be tolerated by any existing humanoid system. This is because the design approach of these systems is incompatible with those tasks. Existing humanoid legs consist of rigid structures and are actuated by highly geared, stiff position servos which impose significant limitations both in the velocities/torque profiles that can be achieved at the joint level and in the capability of these systems to absorb the impacts. In addition the lack of compliance does not allow these robots to make use of the natural dynamics and storage of energy during the motion cycle. As a result these robots have higher energy demands since more effort is required by both the control system and the actuator. The aim of this research is to improve the performance of the existing humanoid legs in the aspects discussed above by exploring both the mechatronic technological limits (structural materials, actuation and sensing) and new design and control philosophies. The outcome of these efforts will be verified though the development of a highly dynamic bipedal machine aiming to achieve running speeds close to those achieved by humans while at the same time demonstrating robustness and tolerance to external disturbances. 

We are ideally seeking a candidates with a background in Mechanical engineering or Robotics. This is a multidisciplinary project where the successful candidates should have strong competencies in CAD mechanism design and a good knowledge of robot kinematics/dynamics. (Mechanical design 70%, Dynamics/Control %30)

For further details concerning this research project, please contact: nikos.tsagarakis@iit.it
Theme 3.8: Development of a Variable Stiffness Actuated Humanoid lower body

Tutor: Dr Nikos Tsagarakis, Dr Gustavo Medrano Cerda

The humanoid child robot COMAN (http://www.iit.it/en/advr-labs/humanoids-a-human-centred-mechatronics/advr-humanoids-projects/compliant-humanoid-platform-coman.html) has been constructed within the European project AMARSI. The legs have 12DOF and are powered by electrical motors, harmonic drives and series elastic modules making the joints of this robot inherently compliant. At IIT different adaptable compliant actuators and their control architectures are under development. The goal of this research is to develop a new lower body to incorporate these new variable compliant actuators. In the initial phase of the project simulation studies on the lower body will be used to identify the optimum position of the variable compliant elements across the leg kinematic chain. The compliant actuation sources will be designed and realized using electromechanical arrangements of mechanical elastic elements and motorized based units. The mechanical characteristics of these newly developed actuators will be determined through simulation analysis of the humanoid platform as well as from human biomechanical data. From these studies parameters such as joint stiffness range, energy storage capacity and actuator power will be determined and will be used for the fine tuning of the actuator electromechanical assembly. Following this the variable compliance solutions developed will be mechanically shaped to make them compatible with the mechanical morphology of the humanoid platform. The introduction of the passive variable compliance actuation, and the active compliance control will effectively result in the first humanoid platform which will exhibit a fully compliant lower body where compliance in the joints can be passively regulated. 

Following the mechatronic developments a second objective of the project will be to develop new control strategies to take advantage of the intrinsic compliance in order to improve the energy efficiency and the adaptability of the robot to terrain variations.

This project is open to two different PhD candidates: one with more interest in control/software aspects and the other in mechanical/CAD design. The candidates will work within an international environment (http://amarsi.soltoggio.net/) on the development and control of the compliant actuated humanoid platform. We are ideally seeking candidates with a background in Electronic/Mechanical engineering or Robotics. Candidates should have competencies in CAD mechanical design and/or robot dynamics and control. (Mechanical design 60%, Dynamics/Control %40)

For further details concerning the research project, please contact: nikos.tsagarakis@iit.it
Theme 3.9: New design and implementation principles for Variable Impedance Actuation 

Tutor: Dr. Ioannis Sarakoglou, Dr. Nikos Tsagarakis

The Department of Advances Robotics is currently one of the leading research institutes working in the development and integration of compliant actuators in robots.  Series compliant actuators are increasingly being considered for actuation of a new generation of human centred robots. In human robot interaction and friendly robotics the introduction of springs in series with the electric motors provides to the robots passive compliance which is an extra measure of safety when interacting with humans. In robots operating in unstructured environments, such as humanoids, series elastic actuation provides instantaneous compliance to impulse loads protecting the mechanics and assisting the controller to absorb the impact. Depending on the mechanical design and control method used, elastic components in the actuation may also allow for energy storage and recovery during gait or in high power actions such as throwing, kicking and jumping.  However, the introduction of springs in the robot’s actuation alters the dynamics of the system significantly compared to that of a rigid robot and makes control more prone to oscillation. For this reason we also consider the addition of mechanical damping in parallel to the elastic components.

The goal of this PhD will be the development of new design principles of variable impedance actuation with actively controlled variable mechanical compliance and damping/braking.  This research will investigate actuator power, stiffness and damping specifications for a range of foreseen applications which will be followed by a compete modeling of the system in terms of physical and electromechanical components. The developed actuators will be considered for anthropomorphic arms and for walking robots. Research in the utility and control of the actuator will extend also toward energy storage and recovery in high power bursts such as throwing, kicking and jumping of anthropomorphic robots.

We are seeking candidates with a background in Electronic/Mechanical engineering, Physical Sciences or Robotics. Experience and competencies in CAD mechanical design, modeling of electromechanical systems and knowledge of robot kinematics analysis would be a benefit.

For further details concerning the research project, please contact: ioannis.sarakoglou@iit.it  and nikos.tsagarakis@iit.it
Theme 3.10: Haptic exploration for humanoid navigation with a compliant robot
Tutor: Dr Nicolas Perrin, Dr Nikos Tsagarakis

Humans are able to modify their usual strategy for locomotion in order to move in a cluttered environment without any visual information. 

The goal of this PhD research program is to perform this difficult task with a compliant humanoid robot. More precisely, we will study the problem of navigation in an unknown environment with a "blind" humanoid robot. This may require haptic exploration with the feet to find flat and stable surfaces, or arm motions to check for the absence of obstacles or on the other hand find safe contacts to increase balance.

The successful candidate will investigate various algorithms and multi-contact planning strategies in order to solve this problem in complicated environments. In a first phase, quasi-static motions might be considered, but trying to maximize the robot speed will ultimately be an objective of prime importance. Because of their increased ability to absorb shocks, it is expected that passively compliant robots can perform blind navigation faster than other robots, and the successful candidate should try to demonstrate this hypothesis.

Experiments will be made on the passively compliant COMAN platform (http://www.iit.it/en/advr-labs/humanoids-a-human-centred-mechatronics/advr-humanoids-projects/compliant-humanoid-platform-coman.html) developed at the Department of Advanced Robotics of the IIT. Solving this complex problem in a robust way is expected to have an impact far beyond the sole application of blind navigation.

Requirements: the ideal candidate should have a degree in Engineering or Computer Science (or equivalent), be highly motivated to work on robotic platforms and have very strong computer programming skills, including experience with C/C++ in the Unix environment. Good writing and communicating skills in English are essential.

For further details concerning this research project, please contact: nicolas.perrin@iit.it  or nikos.tsagarakis@iit.it.
Theme 3.11: Dynamic stabilization of biped robots based on IMU data.

Tutor: Dr. Nicolas Perrin, Dr. Nikos Tsagarakis

While well-known force/torque control methods can be applied to set a compliant equilibrium configurations for a biped robot whose feet are assumed to remain at a fixed position on the ground. Things are much more complicated when the feet of the robot are expected to move, either because the robot is walking or because large external disturbances might require feet displacements. 

The goal of this PhD research program is to study the potential benefit of having an IMU sensor fixed at the robot waist. In a first phase, the successful candidate will design and study control algorithms using IMU feedback for the stabilization of a biped robot whose feet are not expected to move. For example, these control algorithms might only try to enforce a horizontal orientation of the robot waist at all time. The algorithms should be flexible enough to allow extensions in which the feet could move, and might take their inspiration in the simple control algorithms used for the stabilization of Segway PTs. In a second phase, various stepping strategies will indeed be considered and combined with the previously designed control algorithms to obtain a dynamic stabilizer that can perform various tasks such as push recovery or stabilization during walking with potential footstep modifications. Experiments will be made on the COMAN platform (http://www.iit.it/en/advr-labs/humanoids-a-human-centred-mechatronics/advr-humanoids-projects/compliant-humanoid-platform-coman.html) developed at the department of advanced robotics of the IIT.

Requirements: the ideal candidate should have a degree in Engineering or Computer Science (or equivalent), knowledge in dynamics and control, be highly motivated to work on robotic platforms and have strong computer programming skills, including experience with C/C++ in the Unix environment. Good writing and communicating skills in English are essential.

For further details concerning this research project, please contact: nicolas.perrin@iit.it  or nikos.tsagarakis@iit.it.
Theme 3.12: Humanoid walking and motion planning: Walking on uneven terrains, particulate surfaces and terrains with different stiffness properties.

Tutors: Dr Nikos Tsagarakis, Dr Nicolas Perrin

Despite the significant progress made in Humanoid locomotion during the past decade most current humanoids still suffer from major problems related to dynamically equilibrated walking, stable walking and physical interaction with the environment. Looking at Humanoid locomotion developments it can also be observed that most of them have been performed on flat surfaces. This is a very ideal surface property compared to surfaces existing in human environments where stairs, inclined surfaces, small obstacles and even rough surfaces may exist. Up to now, there are only a few effective demonstrations of walking and motion planning in this kind of environments.

A new humanoid robot (http://www.iit.it/en/advr-labs/humanoids-a-human-centred-mechatronics/advr-humanoids-projects/compliant-humanoid-platform-coman.html) has been developed under the European FP7 project AMARSI (htp://www.amarsi-project.eu/). This newly developed robot has compliant joint structures which will eventually enable us to obtain feasible jumping/running characteristics through the use of the natural system dynamics. In addition, it has 6 axis Force/Torque sensors at the ankles and the feet soles are also equipped with 5 point 1-axis force sensors to detect feet contact with the ground. Such a sensory system created on the feet soles will permit exploration of walking on:


a)    Uneven terrains and stepping over obstacles
b)    Particulate solid surfaces consisting of particles of different size and density
c)    Surfaces of different stiffness. 


Techniques will be developed to plan the motion and regulate both dynamic equilibrium and body/feet posture in order to achieve walking on uneven surfaces avoiding or stepping on obstacles with variable inclinations, on particulate surfaces such as sand or to pass through surfaces with different stiffness properties. These methods will take into account kinematics/dynamics and self-collision constraints while detection of the terrain properties will be assisted by rich sensory feedback from the feet of the humanoid. In particular, we will explore how to detect rough terrain/obstacle properties such as inclination and stiffness using the contact force sensors located on the sole of the feet. Having determined the rough terrain characteristics, how the balance stability is affected when the robot is on this specific rough terrain will be evaluated and different control and trajectory planning methodologies will be developed to allow the humanoid to pass through different terrains while maintaining stability and balance.


Requirements: the ideal candidate should ideally possess strong background in physical system modeling and control, MATLAB and C/C++ programming.  Knowledge on mechatronics hardware, fundamental robotics and rigid body dynamics is a plus. 

For further details concerning this research project, please contact: nikos.tsagarakis@iit.it or nicolas.perrin@iit.it.  

Theme 3.13: Dynamic walking and running of humanoid robots on rough terrain.
Tutor:Dr. Zhibin LI,Dr. Nikos Tsagarakis.

Humanoids in the human environment require mobility eg walking and running on unstructured  terrain in contrast to a prepared and known lab environment. There are a plenty of existing methods, such as the ZMP based pattern generation, which can provide dynamically feasible trajectories for walking and running on a flat ground. However, most of the methods are designed for the humanoids with stiff actuations. Due to the high stiffness of the actuators, the capability of adapting to the rough and uneven terrain is very limited. Moreover, a more agile and dynamic movement requires a more compliant interaction with the environment in order to reduce the impacts. These essential demands can be solved by designing smart mechanisms that exploits the intrinsic compliance found in nature.

With the new compliant hardware and the task of walking on the rough terrain, there is a growing demand for a new control methodology that makes use of physical compliance for smooth interaction and provides feasible controllers to generate a variety of types of walking and running gaits. In contrast to engineering approaches in which  a lot of artificial constraints are unnaturally imposed, such as the ZMP method, the new research will investigate the results from the passive dynamic walkers and the nonlinearity of the step-to-step transitions. Typically for humans, walking and running do not necessarily involve symmetric or periodic alternation of legs. The limit cycle approach investigates the cyclic gaits which demonstrate self-stability.  The proposed research topic will focus on the extraction of the fundamental principles of the limit cycle method previously applied on passive dynamic walkers (typically gravity powered walking). A number of methods for controlling the kinetic energy will be studied and to further extend it to a more general principle for dynamic walking and running. The implementation and experimental validation will be finally conducted on rough terrains. The research platform for testing the hypotheses is the compliant humanoid robot COMAN (http://www.iit.it/en/advr-labs/humanoids-a-human-centred-mechatronics/advr-humanoids-projects/compliant-humanoid-platform-coman.html).

Candidates are expected to have good knowledge and experience in:

1. Rigid body dynamics, mechanics;

2. Classical and modern control theory;

3. Programming skills (Matlab, C/C++);

4. Good in English communication.

Candidates are encouraged to send their CV prior to application.

For further details concerning this research project, please contact: zhibin.li@iit.it   or nikos.tsagarakis@iit.it.

Theme 3.14: Balance control of compliant humanoid robots
Tutor:Dr. Zhibin LI,Dr. Nikos Tsagarakis.

While operating in human environments, humanoid robots are permanently at risk of colliding with unexpected objects and falling. Tackling the collisions and preventing a fall are crucial to maintaining safety for both humans and robots. The stabilization of the proposed research will focus on passivity based compliance control to attenuate the undesired oscillations and movements caused by impacts during the robots’ interaction with the environment, especially for the robots with physical compliant materials. 

The balancing control will investigate different strategies to maintain the equilibrium. For small and moderate disturbances, the robot could balance without taking steps. However, since the capability of keeping balance is limited given a fixed size of the support area (foot), the robot must exploit other strategies such as taking steps when the increasing disturbance is able to topple the robot. The proposed research will develop the balance control using both a simplified model and a full body dynamics model. The feedbacks for the balance control will require the sensor fusion of a number of different signals, such as the linkage positions (proprioception), the reaction forces acting on the feet (haptics) and the inertial measurement (inner ears). The algorithms are expected to be tolerant to parameter variations and robust to different types of disturbances (external pushes and terrain surface variations). The research platform for testing the algorithms is the compliant humanoid robot COMAN (http://www.iit.it/en/advr-labs/humanoids-a-human-centred-mechatronics/advr-humanoids-projects/compliant-humanoid-platform-coman.html).

Candidates are expected to have good knowledge and experience in:

1. Rigid body dynamics, mechanics;

2. Classical and modern control theory;

3. Programming skills (Matlab, C/C++);

4. Good in English communication.

Candidates are encouraged to send their CV prior to application.

For further details concerning this research project, please contact: zhibin.li@iit.it   or nikos.tsagarakis@iit.it.

Theme 3.15: Exploring Independent, Decentralized and Centralized Control Architectures for Robust Humanoid Control

Tutor:Dr. Houman Dallali,Dr. Gustavo Medrano Cerda.

Currently most humanoid robots neglect the joints’ interactions during the design of joint feedback controllers. However as robots are asked to do a more dynamic motion the coupling effect between the joints become more crucial. This issue is currently addressed using centralized control architectures, such as LQR control or computed torque methods which take all the coupling effects of the multibody system into account. The aim of this project is to carry out both theoretical and practical work in design of joint feedback controllers and validate the results by implementation and experiments on the COMAN humanoid robot (http://www.iit.it/en/advr-labs/humanoids-a-human-centred-mechatronics/advr-humanoids-projects/compliant-humanoid-platform-coman.html), both at the DSP level and at the robot’s central computer. The controller will be applied both for position and torque control. Moreover, the limitations of the decentralized or independent control method will be investigated, followed by a study on optimizing the mechanical design of future robots to improve the control aspect.

The suitable candidate should have a background in control or electrical engineering, physics or mathematics. Experience in working with Matlab and Simulink is essential, fluency in spoken and written English is essential and programming skills in C will be a plus. 

For further details concerning this research project, please contact: houman.dallali@iit.it 

Theme 3.16: Development of Wearable Intelligent, Power Augmentation assistive systems for the limbs.  

Tutor: Dr. Nick Tsagarakis

This project target the development of power autonomous, intelligent exoskeleton devices to act as power/force augmentation devices for individual joints of the human limbs (arms or legs). The term "wearable" implies portable, lightweight systems favouring comfort and ergonomics. The improvement of the wearability of the device will be considered during the development process and optimizations will be applied in all stages of the mechatronic developments related to the actuation system, the device structure and the attachment to the human limb interface. For the latter case, a study on the applied forces and the resultant pressure distribution will be carried out to optimize the size and the location of the contact areas between the device structure and the operator limb to improve comfort. In contrast to the multidof highly complex force reflecting robotic exoskeletal structures, this unit can form the primitive block for building wearable force feedback systems with more degrees of freedom. We envisage the development of 1 or 2 DOF systems e.g. an elbow device, a shoulder/elbow and elbow/wrist or a knee/hip system. The regulation of the assistive forces will be performed considering control schemes built around rich sensing state feedback that will include traditional force/torque sensing technologies in conjunction with biofeedback modalities that will allow the estimation of human effort and joint fatigue. An additional rich sensory interface will allow the estimation of the human body posture, motion intention/measurement and human/environment contact state. Based on this the assistive operation will be “intelligently” tuned to ensure that the appropriate level of assistance is delivered.  One of the system requirements is long power autonomy. The system efficiency requirement will be tackled in all levels of the system development including the mechanical optimization of lightweight structures, the efficiency of actuators and transmission systems including energy storage concepts and the efficiency of power driving electronics.         

The successful candidates will have a Master degree in Mechatronics, Robotics, Mechanical Engineering or equivalent and will be able to work both in a team and independently. Experience in CAD mechanical design, programming with C/C++ and Matlab is mandatory and knowledge of robot kinematics and dynamics is preferable. (40% mechanical design, 30% control, 30% software).

For further details concerning this research project, please contact:  nikos.tsagarakis@iit.it
STREAM 3: Haptic Systems 

Theme 3.17:Tactile sensing for robotic arms and dextrous hands

Tutor: Dr. Ioannis Sarakoglou, Dr. Nikos Tsagarakis

Tactile sensing is an important area in haptics, teleoperation and robotic dexterous manipulation. Manipulation of objects through dextrous multi Degree of Freedom robotic hands can only be efficiently performed if the interaction between the robotic hand and the object is effectively sensed.  Currently research and development in tactile sensing is directed toward anthropomorphic sensors which attempt to match the sensing capabilities of the human skin and which resemble its mechanical properties.  This proves to be a great and exiting challenge.  The spatiotemporal sensing resolution of the human skin with thousands of mechanoreceptor organs in the finger pad areas and its large sensing range spanning from 10ths of milli Newtons up to tens of Newtons generate very demanding specifications for the design of anthropomorphic tactile sensors. 

This research will focus on new tactile sensing technologies for robotic arms and dextrous robotic hands. It will involve research in both distributed pressure tactile sensing in the form of highly anthropomorphic/bio-mimetic compliant artificial skins and force sensing with semi-rigid skins in the form of high accuracy monolithic force/torque sensors.  Toward artificial skins new sensor designs will be researched based on the current sensing technologies such as resistive, capacitive, piezoelectric, piezoresistive and other technologies. New methods will be sought for developing and integrating large populations of sensing elements into compliant materials suitable to operate as robotic skins.  The candidate will tackle the technological challenges in connectivity, power, and the signal processing of the distributed sensor. The candidate will work closely within a team of researchers and technicians toward developing working systems with a final goal to integrate tactile sensing in humanoid platforms such as the COMAN and c-Cub (http://www.iit.it/en/advr-labs/humanoids-a-human-centred-mechatronics/advr-humanoids-projects/compliant-humanoid-platform-coman.html) robots and in dextrous teleoperation applications in platforms such as the KUKA LWR robot, the DLR hand, and the BarrettHand™. 

 The ideal candidate will be a talented individual with an Electronics or Mechatronics background and a strong performance in hardware design projects. The candidate should be willing to work in diverse areas, ranging from simulation (MATLAB, Maple Sim, etc), hardware design and software development (C++).

For further details concerning the research project, please contact: ioannis.sarakoglou@iit.it  and nikos.tsagarakis@iit.it.

Theme 3.18:Wearable haptic systems for dexterous teleoperation and virtual Immersion

Tutor: Dr. Ioannis Sarakoglou, Dr. Nikos Tsagarakis
The sense of touch is crucial in any kind of Virtual Reality simulation or teleoperation procedure where the performed task requires the user to extensively engage his hand and fingers. In recent years the rapid improvements in hardware and software toward providing effective force/touch feedback has led to the development of generic haptic devices that have been applied in various training simulators and teleoperation systems. However, in most of these instances the mobility, dexterity and general utility for unencumbered use are relatively poor. In addition these systems work as joysticks providing only point contact and cannot address much more complex haptic scenarios where hands (groping with fingers or manipulation) are used to feel forces of varying levels while manipulating objects in a large workspace. Furthermore, in existing wearable force feedback devices, such as in hand exoskeletons, high fidelity tactile feedback at the finger tip is currently absent. This means that teleoperation or simulation of tasks such as lifting a nail from a table or picking a wire from a bundle, where precision grips with tactile feedback at the fingertips are necessary, is not currently available.  To be of any advantage the touch modality should be conveyed to the user in a natural manner through a highly perceptive and transparent haptic interface. 

This PhD will concentrate on the development and integration of force and tactile feedback in a multi degree of freedom haptic system based on a semi-exoskeleton design incorporating a hand exoskeleton and a grounded haptic arm with large working, volume, high back-drivability and multimodal feedback capability. Existing design directions in novel actuation systems, hand exoskeletons and tactile feedback systems developed in the department will form the foundation where this PhD theme will build toward a highly integrated wearable system for precision dextrous tele-manipulation.  

We are seeking candidates with a background in Electronic/Mechanical engineering Physical Sciences or Robotics. Experience and competencies in CAD mechanical design and knowledge of robot kinematics analysis would be a benefit. (Mechanical design 50%, Kinematics 30%, Control 20%)

For further details concerning the research project, please contact: ioannis.sarakoglou@iit.it  and nikos.tsagarakis@iit.it
Theme 3.19: Development of a high performance haptic tele-manipulation system

Tutor: Dr. Nadia Garcia, Dr. Ioannis Sarakoglou, Dr. Nikos Tsagarakis

Haptic teleoperation systems using dexterous robotic hands offer potential benefits to many applications, for instance manipulation of objects/materials in hazardous or inaccessible environments (nuclear, space, chemical, etc), minimally invasive surgery and telemedicine. However, making these systems intuitive and transparent represents a big challenge for robotic research. This PhD will focus on the development a high performance haptic teleoperation system for the dextrous manipulation of remote objects. The remote site of the system will consist of a compliant robotic arm integrated with a dexterous robotic hand and the operator site will consist of a hand exoskeleton with tactile feedback displays at the fingertips. The teleoperation system will work in an impedance control fashion. In that, the hand exoskeleton worn by the human operator will provide measurement of the human finger positions to be used for controlling the finger positions of the remote robotic hand. The interaction forces measured by the robotic hand when grasping remote objects will be presented to the operator’s fingertips through the hand exoskeleton. Tactile feedback from the remote interaction will also be presented at the operator’s fingertips through the integrated tactile displays. Within the framework of a teleoperation platform the candidate will work on algorithms for visual, haptic and tactile feedback, spatial mapping between the human hand and the robot hand and for addressing the time delay of the teleoperation system. To integrating tactile feedback in teleoperation alterative approaches to direct tactile sensing will be considered such as model based tactile feedback. A range of sensors will be considered for estimating the location, the shape and possibly material properties of the remote objects. In particular vision tracking and object recognition from the remote scene will assist in generating accurate models of the remote environment for application in haptic feedback.

Interested candidates holding a Master degree in Mechanical / Electrical engineering, computer science, or other related fields are invited to apply for admission. Applicants should ideally have strong competencies in one or more of the followings areas: haptic interfaces, system modelling/ rigid body dynamics, robot control and C/C++ programming.

For further details concerning this research project, please contact: nadia.garcia@iit.it and nikos.tsagarakis@iit.it
Theme 3.20: Development of a multimodal VR platform for a haptic hand exoskeleton 

Tutor: Dr. Nadia Garcia, Dr. Ioannis Sarakoglou, Dr. Nikos Tsagarakis

In haptics the simulation of touch is performed with force feedback/kinaesthetic devices which generate interaction forces to the user’s hand and through tactile feedback devices which simulate small scale contact interactions with the skin. In Virtual Reality there is an increasing demand for powerful simulators able to provide kinaesthetic and tactile feedback to human operators through multi-fingered haptic devices such as hand exoskeletons and to simulate haptic interactions with virtual objects. This project aims at developing a high performance multimodal VR platform for grasping, manipulating and exploring virtual objects using a multi-fingered hand exoskeleton integrated with tactile feedback displays at the fingertips. The multimodal VR platform will allow the control of the hand exoskeleton based on a multi-point and soft-finger contact interaction and will create highly realistic simulations. Multi-fingered interaction with rigid and also deformable objects will be considered for the development of the VR platform. For generating the appropriate control signals for the hand exoskeleton according to the forces obtained from the virtual interaction the mapping of the kinematics of the virtual hand, the user’s hand and the exoskeleton will be addressed. Tactile feedback to the user will be considered both for the simulation of contact through vibration and through high fidelity shape recreation with integrated tactile feedback arrays located at the exoskeleton’s fingertips. To achieve the project’s goals the successful candidate will be expected to develop novel algorithms for (1) precise collision detection between a virtual hand and rigid/deformable virtual objects, (2) generating the tactile and force feedback to the fingertips based on a multi-point and soft-finger contact and (3) controlling the hand exoskeleton and the fingertip tactile display hardware.

Interested candidates holding a Master degree in computer science, mechanical / Electrical engineering, or other related fields are invited to apply for admission. Applicants should ideally have strong competencies in one or more of the followings areas: HCI (Human Computer Interaction), haptic interfaces, robot control and C/C++ programming. Any additional experience in robotics research will be a plus. 

For further details concerning this research project, please contact: nadia.garcia@iit.it and nikos.tsagarakis@iit.it
STREAM 4: BioMedical and Surgical Robotics

Theme 3.21 : Automatic Tumor Segmentation in Real-Time Endoscopic Video

Tutors: Dr. Leonardo Mattos
In this PhD program the student will become familiar with endoscopic imaging for minimally-invasive surgery and will develop expertise in computer vision for automatic tumor segmentation. This will include the use of data from state-of-the-art real-time tumor imaging systems such as narrow-band imaging (NBI) and auto-fluorescence imaging systems.  This research will be an integral part of the European project µRALP (Micro-Technologies and Systems for Robot-Assisted Laser Phonomicrosurgery) and will involve collaborations with both medical doctors and engineering teams from Italy, France, Germany and USA. The focus of the research will be on the creation of new image processing algorithms for recognition and segmentation of tumors in endoscopic video. Results of this work will enable the creation of enhanced augmented reality systems for robot-assisted surgeries, helping surgeons visualize and establish intraoperatively safer surgical margins for cancer tissue removal. In addition, results of this work will have strong impact on pre- and intraoperative surgical planning and execution, enabling computer assistance also during surgical robot control.

Candidates for this research should have a computer science or engineering background, and have a strong interest in medical robotics.  The ideal candidate will already have a history of involvement in biomedical image processing. 

Requirements: Experience in the development of applications for pattern recognition or image segmentation, including a working knowledge of computer vision libraries such as ITK and OpenCV.  Development experience in object oriented programming languages, C, C++, software development in Linux, and the application of machine learning algorithms would be advantageous.  The candidate must be fluent in both spoken and written English.

Theme 3.22: Human-Computer Interactions and Interfaces for Robot-Assisted Microsurgery

Tutor: Dr. Leonardo Mattos

This research will be a part of, and contribute to, the European project µRALP (www.microralp.eu), which deals with minimally invasive robot-assisted surgery. In this PhD program the student will investigate human-computer interactions and develop control interfaces for robot-assisted surgical systems. The student will focus on the analysis, implementation and validation of novel user interfaces in conjunction with medical doctors. The developed user interfaces must afford intuitive, precise, and safe teleoperation of microsurgical robots. Therefore, the research will include investigation of new technologies suited for three-dimensional control and planning robot system motions, such as the LeapMotion system, the Force Dimension’s Omega haptic device or the novel wearable inertial motion units developed at the IIT. The research program will involve the development of test-beds, and include extensive experimentation.  Experiments will be designed and conducted in association with medical doctors in order to obtain verifiable performance metrics from the various systems constructed. This research will contribute to the creation of enhanced augmented reality systems for robot-assisted surgeries, allowing medical doctors to safely control and plan surgical actions intraoperatively. Specifically, this research will provide medical doctors with an intuitive user interface optimized for teleoperated laser microsurgeries. The developed interface will advance the state-of-the-art in surgical laser control and safety during surgical procedures.  

The ideal candidates for this research theme should have an engineering or computer science background and strong interest in medical robotics.

Requirements: Experience in the development of user interfaces (hardware and/or software) for robotic system control, evaluation of human factors, and software development in C++ and Linux would be advantageous. The candidate must be fluent in both spoken and written English.

Theme 3.23: 3D Vision and Reconstruction for Robot-Assisted Microsurgery

Tutor: Dr. Leonardo Mattos
This research will be a part of, and contribute to, the European project µRALP (www.microralp.eu), which deals with minimally invasive robot-assisted surgery. It will involve collaborations with both medical doctors and engineering teams from Italy, France, Germany and USA.  In this PhD program the student will acquire expertise in stereo imaging, 3D vision and 3D reconstruction applied to the area of minimally-invasive robotic surgery. This will include the acquisition and use of data from state-of-the-art endoscopic imaging systems and HD video from stereo microscopes. The focus of this research project will be on the creation of algorithms for the 3D reconstruction of the surgical scene, and the project goals are to enhance the performance of assistive surgical systems and enable real-time definition of accurate surgical plans. In addition, it is expected that the results of this research will have a strong impact on other biomedical applications, e.g., biomanipulation and cell microinjection for neuroscience research, or the acquisition of intraoperative metrics from images, such as the measurement of tumor volumes.

Candidates for this research should have an engineering or computer science background, and have a strong interest in medical robotics.  The ideal candidate will already have a history of involvement in 3D vision systems. 

Requirements: Experience in the development of applications for image acquisition, processing and displaying, including a working knowledge of libraries such as ITK, VTK and OpenCV. Development experience in parallel computing platforms, C, C++, CUDA, OpenCL and software development in Linux would be advantageous. The candidate must be fluent in both spoken and written English.

STREAM 5. Modelling and Simulation

Theme 3.24: Development of reconfigurable multifinger robot for carton folding using the virtual prototyping (CAE)

Tutor: Dr. Ferdinando Cannella

Nowadays the packaging is one of the technology applied worldwide because all the goods exchanged (sold or bought) are packed. Half of the study in this field is on the speed manufacturing that reached very good results for simple boxes; the complex carton, in the inverse, are far from reliable solutions and large part of this production is still by hands. Despite this huge effort, till now few manipulators are built suitable for factories (as D-RAPS or ARCHAPS) and that demonstrates the difficult of this challenge.  In fact, the reconfigurability of the cartons not only requires dexterous manipulator, but for make competitive the device, even a deep  knowledge of the cartonboard. Goal of this PhD is to design and build a new reconfigurable device able to fold origami carton autonomously depending on the initial final shape. This mechanism will be useful for study the cartonboard behaviour during the folding and the new design of them. That means a virtual prototype of this device will be done in order to simulate the manipulation, so the best solution will be found quicker, because few physical prototyping will be necessary. So the study will be divided in two part: carton board mechanical properties investigation and carton folding manipulator design. The first one involves the experimental tests on carton and paper in order to determine the crease and panels stiffness. Second one concerns the theory of the manipulation and hierarchy of the panel rotation. Together will permit to simulate the physic modelling of origami carton folding. Considering the small forces and torques used in these folding, the feedback in the control will be very complex because the measurement signal are always very weak compared to the noise given by the cartonboard dynamics (e.g. the backlashes or panel bending). The paten should be another goal of this study.

This work will be developed in strong collaboration with Prof Jian Dai at King’s College of London, UK.

Requirements: this position is open to a PhD candidate with strong interesting in reconfigurable mechanism and skill in mechanics. The background must be in mechanical/mechatronic engineer or robotics. The ideal competencies should be in multibody simulation/finite element analysis and robot dynamics and control.

Required technical skills: 50% mechanics, 25% control, 25% kinematics.

For further details concerning this research project, please contact: ferdinando.cannella@iit.it
Theme 3.25: Development of Dynamic Investigation Test-rig Autonomous in Haptics (DITAH) for detecting the neuropathy 

Tutor: Dr. Ferdinando Cannella

Touch and related capabilities, such as kinaesthesia, are probably the most underrated human abilities. Most researches, in fact, have concentrated on the visual and audio aspects of the sensory systems, but touch in daily life plays a fundamental role in all our actions; losing part of this sensitivity causes a problem in accomplishing even simplest tasks. The uncomfortable condition increases with the increasing of peripheral neuropathy. Therefore it is important to detect these diseases in the earliest stages, because in most cases it is impossible to recover, but it is possible only to slow them down or, in some cases, to stop them. Current physical inspections lack in objectivity and comparison among results, because they depend on the doctor’ sensitivity and on empiric tests; that leads to have a very low resolution scale of illness and to identify the peripheral neuropathies only when they are full-blown. The aim of this project is to add a new device to the screening in order to make it more objective, to reduce the threshold and to record the results; this will permit not only to detect the diseases in earliest stages but even to compare the follow-up inspections determining the neuropathy progression. This device will be full of sensors to measure all the anatomic and the biometric parameters (fingertip dimensions, skin elasticity, applied force, displacement, force, etc) in order to check the state of health of the patient thanks the touch sensitivity. To build the DITAH (Dynamic Investigation Test-rig Autonomous in Haptics) the study must proceed in two different fields: the first one is about the psychophysics and/or neuroscience, because experimental tests will be carried out for collecting data to define the performance of the device; moreover, analyzing these results a more accurate scale of peripheral neuropathy diseases will be determined; the second one concerns the test-rig building, so the electronics, control and the computer programming are necessary to create a new device that is suitable for clinical use. It must be very safe, user friendly and reliable to permit a very accurate patients screening.
This work will be developed in strong collaboration with Università degli Studi di Brescia, at the Clinica Neurologica under supervision of Prof. Paolo Liberini.

Requirements: this project is open to two different PhD candidates, one with more interest in psychophysics/neuroscience and the other in control/computer programming. The candidates will work within an international environment on the development and control of the DITAH. We are ideally seeking candidates with a background in Electronic/Mechanical engineering, Physical Sciences or Robotics.
For further details concerning this research project, please contact: ferdinando.cannella@iit.it
Theme 3.26: HyQ and CoMan new Design using the Virtual Prototyping

Tutors: Dr. Ferdinando Cannella,

In the near future, HyQ (http://www.iit.it/en/hydraulically-actuated-quadruped-hyq.html) and CoMan (http://www.iit.it/en/advr-labs/humanoids-a-human-centred-mechatronics/advr-humanoids-projects/compliant-humanoid-platform-coman.html) robots will run, but to face this challenge their structures must be very well designed to bear the stress and strain of foot/ground impact. The best way to do this task is to use the virtual prototyping design: Multi-Body Simulations (MBS) and Finite Element Modeling (FEM). Numerical simulation have become commonplace in recent years and is now the basis in the design of structures and mechanism. Not all problems can be solved analytically with equations and therefore we have to use Numerical Methods to solve day-to-day engineering problems. MBS works on rigid body  and is useful to create models that will produce results that are closer to the physical dynamics. FEM is so important that even introductory treatments of Mechanics of Materials should outline its principal features. Thanks to this analysis, it can be obtained good predictions of the behavior of a robot bodies and the times of prototyping can be enormously reduced. Joining these two numerical techniques, the dynamics and flexibility of the entire system is taken to account and the behaviour of the structure can be known more accurately. The best valuable advantage is that the obtained solutions are better than they could be foresee by anyone, because these methods take in account a lot of parameters that it is impossible for any human mind. Goal of these PhD is to apply MBS and FEM analysis to the HyQ and CoMan robots in order to develop new quadruped and/or humanoid features and shapes starting from the study of the existing models. For these reasons, we are looking for highly motivated candidate ables to work as part of an interdisciplinary team in the framework of funded research projects.

Requirements: successful  candidate  must  have  a  degree in  mechanical  engineering or  civil engineering. Good computing and multibody skills are also necessary for this positions. Knowledge about some of the software as MSC.ADAMS, MSC.NASTRAN, MSC.DYTRAN, ANSYS/WORKBENCH, LS-DYNA, ModeFrontier, Matlab or Octave will be taken in account.

This work will be developed under the supervision of Dr. Nikolaos Tsagarakis and Dr. Claudio Semini
For further details concerning this research project, please contact: ferdinando.cannella@iit.it
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